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Abstract. Automatic localization and segmentation of intervertebral
discs (IVDs) from volumetric magnetic resonance (MR) images is impor-
tant for spine disease diagnosis. It dramatically alleviates the workload
of radiologists given that the traditional manual annotation is time-
consuming and error-prone with limited reproducibility. Compared with
single modality data, multi-modality MR images are able to provide com-
plementary information. However, how to effectively integrate them to
generate more accurate segmentation results still remains open for stud-
ies. In this paper, we introduce a multi-scale and modality dropout learn-
ing framework to segment IVDs from four-modality MR images. Specif-
ically, we design a 3D fully convolutional network which takes multiple
scales of images as input and merges these pathways at higher layers
to jointly integrate multi-scale information. Furthermore, in order to
harness the complementary information from different modalities, we
propose a modality dropout strategy to alleviate the co-adaption issue
during the training. We evaluated our method on the MICCAI 2016
Challenge on Automatic Intervertebral Disc Localization and Segmen-
tation from 3D Multi-modality MR Images. Our method achieved the
best overall performance with the mean segmentation Dice as 91.2% and
localization error as 0.62 mm, which demonstrated the superiority of our
proposed framework.

1 Introduction

Accurate localization and segmentation of intervertebral discs (IVDs) from volu-
metric magnetic resonance (MR) images plays an important role for spine disease
related diagnosis. Automatic localization and segmentation of IVDs are quite
challenging due to the large intra-class variations and similar appearance among
different IVDs.

Previous methods segmented the IVDs by employing hand-crafted features
which were derived based on intensity and shape information [2,8,12]. However,
these hand-crafted features tend to suffer from limited representation capability
compared with the automatically learned features. Furthermore, these methods
were usually performed based on 2D slices which might neglect the volumetric
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Fig. 1. Illustration of IVD appearance in multi-modality MR images.

spatial contexts, thus degrading the performance. Recently, deep learning based
methods have been proposed to directly localize and segment IVDs or vertebrae
from volumetric data [4,7,10,14]. For example, Jamaludin et al. [10] proposed
a convolutional neural network (CNN) framework to automatically label each
disc and the surrounding vertebrae with a number of radiological scores. Chen
et al. [5] introduced a 3D fully convolutional network (FCN) to localize and
segment IVDs, which has achieved the state-of-the-art localization performance
in MICCAI 2015 IVD localization and segmentation challenge.

Those previous works employed single modality MR data instead of taking
multi-modality information into consideration, which would limit the localization
and segmentation accuracy. Multi-modality MR images (see Fig. 1) collected by
setting different scanning configurations can provide comprehensive information
for robust diagnosis and treatment. Previous studies on brain segmentation indi-
cated that multi-modality data could help to improve the segmentation perfor-
mance significantly [3,6,15]. Meanwhile, incorporating multi-scale information
into the learning process can further improve the performance [6,11].

In these regards, we propose a 3D multi-scale and modality dropout learning
framework for localizing and segmenting IVDs from multi-modality MR images.
Our contribution in this paper is twofold. First, we propose a novel multi-scale
3D fully convolutional network which consists of three pathways to integrate mul-
tiple scales of spatial information. Second, we propose a modality drop strategy
for harnessing the complementary information from multi-modality MR data.
Experimental results on the MICCAI 2016 Challenge on Automatic Interver-
tebral Disc Localization and Segmentation from 3D Multi-modality MR Images
have demonstrated the superiority of our proposed framework.

2 Method

Figure 2 presents an overview of our proposed multi-scale and modality dropout
learning framework based on multi-modality MR images. Our multi-scale fully
convolutional network consists of three pathways with each inputting a different
scale of volumetric image. In each training iteration, modality dropout strategy is
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Fig. 2. An overview of our proposed multi-scale and modality dropout learning frame-
work for IVDs segmentation and localization from multi-modality MR images

used on the input multi-modality data in order to reduce the feature co-adaption
and encourage each single modality image to provide discriminative information.

2.1 Multi-scale FCN Architecture

One limitation of previous methods for IVDs segmentation is that they usually
considered a single scale of spatial information surrounding the discs. However,
multi-scale contextual information can contribute to better recognition perfor-
mance. With this consideration, we employ multi-scale fully convolutional neural
network with different scales of input data volumes. Figure 3 shows details of our
proposed architecture, indicating input patch sizes, construction of layers, and
kernel size and numbers. This multi-scale architecture consists of three path-
ways corresponding to different input volume sizes. During the training phase,
three selected modality volumes (with one modality being randomly dropped)
are input to the architecture. A 3D probability map with voxelwise predictions
is generated as the output of the network. The final segmentation results can be
determined from the score volume while the localization results can be generated
as the centroids of the segmentation masks. In the experiments, we observe that
the number of IVD voxels is much less than background voxels. To deal with
the problem of imbalanced training samples, we employed weighted loss function
during the training process, as shown in the following:

L =
1
N

N∑

i=1

[−w · ti log p(xi) − (1 − ti) log(1 − p(xi))] (1)

where w is the weight for strengthening the importance of foreground voxels. N
denotes the total number of voxels in each training process, ti denotes the label
at voxel i and p(xi) denotes the corresponding prediction for voxel xi.

2.2 Dropout Modality Learning

Dropout technique was proposed in [9,13] and it has been recognized as an effec-
tive way to prevent co-adaption of feature detectors and alleviate the overfitting
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Fig. 3. The architecture of our proposed 3D multi-scale FCN. The red, blue and green
boxes represent different scales of input to three different pathways. We only include
one modality in this figure for clear illustration of the multi-scale framework. In exper-
iments, the inputs are actually multi-modality images. (Color figure online)

problem. In our task of IVD localization and segmentation from multi-modality
MR images, an intuitive approach is to input all modality data into the network
for training. However, training four modality volumes all together may cause
too much dependency among modalities, which leads to feature co-adaption and
thus degrades the performance. Therefore, in order to fully take advantage of the
complementary information from different modalities, we randomly dropped one
modality during each training iteration to break the co-adaption and encourage
harnessing discriminative information from remaining modalities. This can be
regarded as a regularization on the optimization of neural networks. In the test-
ing phase, we took all the four modality images as the input and generated the
final segmentation and localization results.

3 Experiment

3.1 Dataset and Preprocessing

We evaluated our method on the dataset from 2016 MICCAI Challenge on Auto-
matic Intervertebral Disc Localization and Segmentation from 3D Multi-modality
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MR Images [1]. The dataset was collected from a study investigating the effects
of prolonged bed rest on lumbar intervertebral discs. The training data contains
volumetric images from 8 patients and each subject consists of four modality MR
datasets, i.e., in-phase, opposed-phase, fat and water. There are at least 7 IVDs
in each image (size 36×256×256). These multi-modality images of each subject
are well registered and one binary mask is provided by manual annotation from
radiologists. The testing data includes 6 subjects with ground truth held out by
the organizers for independent evaluation.

3.2 On-site Competition Results

The evaluation metric for IVDs localization is mean localization distance (MLD)
with standard deviation (SD), where MLD measures the accuracy of localiza-
tion and SD quantifies the degree of variation. For IVDs segmentation evaluation,
Mean Dice Overlap Coefficients (MDOC) and standard deviation (SDDOC) are
used to measure the accuracy and variation of segmentation results. Mean Aver-
age Absolute Distance (MASD) with standard deviation (SDASD) is another
measurement for evaluating segmentation accuracy. More details can be found
on the challenge website [1]. Table 1 and Fig. 4 show the on-site challenge results.
Our method achieved the performance of MDOC as 91.2% and MLD as 0.62 mm,
which demonstrated the superiority of our proposed framework. We achieved the
first place out of 3 teams during the on-site challenge according to the overall
performance of these measurements.

Table 1. IVDs localization and segmentation results of our method in on-site challenge.

MLD (mm) SD MDOC (%) SDDOC MASD (mm) SDASD Rank

Ours 0.62 0.38 91.2 1.8 1.26 1.22 1

Fig. 4. Example of on-site challenge results from one testing patient. We show one slice
of the 3D volumetric data for clear visualization.
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4 Conclusion

In this paper, we proposed a novel 3D multi-scale and dropout modality learn-
ing method for IVDs localization and segmentation from multi-modality images.
Experimental results on the challenge demonstrated the advantage of our pro-
posed method, which is inherently general and can be applied in other multi-
modality image segmentation tasks. Future work includes shape regression based
methods to further improve the performance and applying our method on larger
dataset.
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