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Exploring Language Hierarchy for Video Grounding
Xinpeng Ding , Nannan Wang , Member, IEEE, Shiwei Zhang, Ziyuan Huang ,

Xiaomeng Li , Member, IEEE, Mingqian Tang, Tongliang Liu , Senior Member, IEEE,

and Xinbo Gao , Senior Member, IEEE

Abstract— The understanding of language plays a key role in
video grounding, where a target moment is localized according to
a text query. From a biological point of view, language is naturally
hierarchical, with the main clause (predicate phrase) providing
coarse semantics and modifiers providing detailed descriptions.
In video grounding, moments described by the main clause may
exist in multiple clips of a long video, including both the ground-
truth and background clips. Therefore, in order to correctly
discriminate the ground-truth clip from the background ones,
this co-existence leads to the negligence of the main clause, and
concentrate the model on the modifiers that provide discrimina-
tive information on distinguishing the target proposal from the
others. We first demonstrate this phenomenon empirically, and
propose a Hierarchical Language Network (HLN) that exploits
the language hierarchy, as well as a new learning approach
called Multi-Instance Positive-Unlabelled Learning (MI-PUL) to
alleviate the above problem. Specifically, in HLN, the localization
is performed on various layers of the language hierarchy, so that
the attention can be paid to different parts of the sentences,
rather than only discriminative ones. Furthermore, MI-PUL
allows the model to localize background clips that can be possibly
described by the main clause, even without manual annotations.
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Therefore, the union of the two proposed components enhances
the learning of the main clause, which is of critical importance
in video grounding. Finally, we evaluate that our proposed
HLN can plug into the current methods and improve their
performance. Extensive experiments on challenging datasets show
HLN significantly improve the state-of-the-art methods, especially
achieving 6.15% gain in terms of Recal l1@IoU0.5 on the
TACoS dataset.

Index Terms— Video and language, video understanding, lan-
guage hierarchy.

I. INTRODUCTION

V IDEO grounding is a popular yet challenging topic in
the computer vision field [1]–[3]. Due to its various

applications in video understanding [4], [5], video retrieval [6],
[7], and human-computer interaction [8], [9], it has drawn
growing attention from both industry and academia.

The purpose is to predict the start and end of the target
moment in an untrimmed long video given a natural language
query, in which the understanding of language is of crucial
importance [10], [11]. From a biological perspective, human
comprehends language in a hierarchical structure [12]–[14].
This reveals the two steps to understand language for humans:
(i) the attention is first paid to the main clause 1 of the sentence
to get a coarse yet key information; (ii) the rest of the sentence
that provides further details is then considered for fine and
precise information, i.e., the modified phrases. This property
allows easy and meaningful expression of language [14].

In video grounding, the main clauses and other modified
phrases are complementary and indispensable. For instance,
the main clauses provides a coarse but critical localization to
acquire several proposals in a long video and then the modified
phrases give the discriminative information to select the best
matching moment from the proposals. Most of the current
video grounding methods [1], [2], [16]–[18] are generally in
a comparison-and-selection way, which compares the total
text query with all candidate proposals and select the best
matching proposal. For instance, Gao et al. [2] first generate
proposals by a set of fixed sliding windows. After comparing
the proposals with the text query, a ranking score for each
proposal is obtained and the target moment is selected with
the highest score. 2D-TAN [17] adopts a 2D temporal map
to model temporal anchors, which can extract the temporal
relations among candidate proposals. However, the visual

1In English grammar, main clause, also known as independent clause, is a
group of words made up of a subject and a predicate that together express a
complete concept [15]. In this task, we regard it as the predicate phrase.
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Fig. 1. (a) Co-existence of main clauses. The moments described by the main
clause may simultaneously exist in ground-truth and background intervals,
which may encourage the model to ignore the main clause; (b) Language
hierarchy. We decompose the sentence into three top-down levels; (c) The
proposed HLN, which improves language understanding for video grounding.

contents that can be described by the main clauses may occur
in multiple clips (including the non ground truth clips) of a
long real-world video, as shown in Fig. 1 (a). We regard the
above phenomenon as the co-existence of main clauses. This
leads to the negligence of the main clauses: to distinguish the
target moment from the background clips, the discriminative
parts (i.e., modified phrases) in the text query is emphasized,
while the main clause that only provides coarse semantics is
neglected, as shown in Fig. 2.

We conduct the experiments using 2D-TAN [17] on
TACoS [19]. In fact, the unique variable factor is input
content, while the training and testing settings follow [17].
In Fig. 2 (a), the blue and green bars indicate we train and test
with only MC and non-MC inputs respectively, which show
the effect of MC. In Fig. 2 (b), the blue and green bars mean
we test with MC and non-MC inputs, but the model are learned
with whole sentence, which show the model tends to ignore
the MC.

To address the negligence of main clauses, in this paper,
we explore the hierarchical language for video grounding
by devising a novel Hierarchical Language Network (HLN)
composed of a language hierarchy and a new learning
approach named Multi-Instance Positive-Unlabeled Learning
(MI-PUL). Through language hierarchy, the model is enforced
to pay more attention to different phrases of the query and
enhance the critical place of the main clause. Specifically, the
whole sentence is first decomposed into separate phrases, i.e.,
the main clause, the attributives and the adverbs, as shown
in Fig. 1 (b). Then, the hierarchical textual information are
constructed by sequentially connecting the modifiers to the
main clause, which is similar to the procedure of human
comprehension. As Fig. 1 (c) shows, we finally fuse the
sentence at each level with the video information to extract

the relations between text-video modalities for latter moment
localization individually, so that different levels would focus
on different phrases.

However, the sentences in the top two levels, e.g., the main
clause, may exist in both ground-truth and non ground-truth
clips; see blue boxes in Fig. 1 (a). Hence, simply regarding
ground-truth as supervision for top two levels may be not
reasonable. Regarding the moments corresponding to main
clauses as the positive proposals, the positive samples may
exist in both ground-truth and non ground-truth ones, which
is known as the Positive-Unlabeled Learning (PUL) [20]–[23]
problems. Furthermore, the ground truth clips may consist of
both positive and negative examples and contain at least one
positive examples, which is corresponding to Multi-Instance
Learning (MIL) [24], [25]. Hence, we propose a new learning
approach, i.e., MI-PUL, to allow the positive proposals in
non ground truth clips, even without manual annotations of
the moments. Concretely, based on the ground-truth (GT),
we construct the bag of positive candidates which contains
at least one positive samples and estimate the risk of this bag
in a MIL manner. Then, we adopt importance re-weighting
methods [21], [26], which treat unlabeled samples as weighted
negative ones. With the combination of LH and MI-PUL, our
proposed method can enhance the attention of different phrases
to mitigate the ignoring of the main clauses in the training
stage. As shown in Fig. 2 (b), our method (scatters) can avoid
the negligence of main clauses and show similar trends as
Fig. 2 (a). To demonstrate the effectiveness of the proposed
HLN, we conduct experiments on challenging TACoS [19],
Charades-STA [27] and ActivityNet [28] datasets. We also
prove that HLN is a general training strategy, which can be
easily plugged into the state-of-the-art methods and improve
their performance.

In summary, our contributions are four-fold:
• To the best of our knowledge, we are the first to point out

the negligence of the main clauses in video grounding.
• We design a novel HLN to enforce the model to under-

stand language semantics in hierarchy and hence concen-
trate on different phrases in each hierarchical level.

• We propose the multi-instance positive-unlabeled learning
in the first two levels of the language hierarchy to localize
the moments described by MC, even without annotations.

• We perform extensive experiments to validate the pro-
posed HLN can improve state-of-the-art methods on
three public datasets, especially gain 6.15% in terms of
Recall1@IoU0.5 on the TACoS dataset for 2D-TAN.

II. RELATED WORK

A. Video Grounding

Early approaches [1], [2], [29], [30] usually use a two-stage
visual-textual matching strategy to tackle video grounding.
Specifically, proposals are first generated by sliding windows
with different fixed scales, then each proposal and the query
sentence are interacted by the cross-modal module. Finally,
a ranking score is generated for each proposal. Due to these
proposals are query-irrelevant, large numbers of proposals
need to be generated for best matching. To generate proposals
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Fig. 2. Results demonstrating the negligence of main clauses. We split each
query into two parts, main clauses (MC) and non main clauses (Non-MC).
(a) The model is trained with MC/Non-MC and tested with MC. It shows that
main clause carry crucially important information. (b) The model is trained
with full sentences and tested with MC and Non-MC respectively. It indicates
that the main clause is neglected by training with full sentence. In contrast,
our approach avoids the negligence.

of high quality, SCDM [11] incorporates the query text into
the visual feature for correlating and composing the sentence-
related video contents over time. 2D-TAN [17] adopts a 2D
temporal map to model temporal anchors, which can extract
the temporal relations between video moments. To process
more efficiently, recently, many one-stage methods [3], [10],
[31]–[33] are proposed to predict starting and ending times
directly. He et al. [32] formulate this task as a problem
of sequential decision making by reinforcement learning,
which learns an agent to regulates the temporal grounding
boundaries. ABLR [10] proposes a cross-modal co-attention
mechanism to generate both video and sentence attentions
to highlight the sentence details for temporal localization.
Zeng et al. [3] avoid the imbalance training by leveraging
much more positive training samples, which improves the
grounding performance. CBLN [34] adopts a biaffine mech-
anism to incorporate both local and global contexts into
features. To reduce the query uncertainty and label uncertainty,
Zhou et al. [35] propose a de-bias method to predict more
diverse segments. Compared with the detection or regression
pipelines, Wang et al. [36] propose a mutual matching net-
work to compute the similarity between textual queries and
video moments in a joint embedding space. However, existing
comparison-selection methods [3], [17] tend to focus too much
discriminative phrases, and ignore the main clauses which
exists in both ground-truth and non ground-truth segments.
In this paper, we propose a novel hierarchical language net-
work to extract different semantics of the query and make the
model focus on different phrases.

B. Language Modeling

Language Modeling is critical for video grounding. Previous
works [37] mostly focus on decompose the sentence into word-
level, phrase-level and sentence-level. Besides conducting the
decomposition on sentences, Liu et al. [31] adopt different
windows to encoded world-level embedding to obtain language
features with different receptive fields. Recent works [10],
[38]–[40] use attention mechanism to encourage the model
to focus on different parts of sentences. Different from these
methods, in this paper, our proposed HLN focuses on sentence
structure from coarse to fine.

C. Positive-Unlabeled Learning

The standard supervised learning requires both positive and
negative labels for training. However, in real world, only few
positive samples would be obtained, while other samples are
difficult to be collected [23]. For example, only diagnosed
patient are be considered as the ‘positive’ (healthy), the much
larger undiagnosed people are generally mixed with both ‘pos-
itive’ and ‘negative’ (patient) examples [41]. Directly setting
the undiagnosed people as the negative ones would lead to
biased classifiers. To tackle those practical problems, Positive-
Unlabeled Learning (PUL) has achieved more and more atten-
tion in recent years. Early works [42], [43] tried to leverage
semi-supervised or hand-crafted examining methods iden-
tify reliable negative examples from the unlabeled samples.
Recently, importance re-weighting methods [21], [26] treating
unlabeled data as weighted negative ones have achieved the
state-of-the-art. Self-PU [23] seamlessly integrates PUL and
self-training to learn capability of the model itself, which could
have provided reliable supervision. Importance re-weighting
methods requires the prior probability of the positive sam-
ples, which cannot be obtained in our task. In this paper,
we estimate this prior probability via measuring the similarity
between the ground-truth/non ground truth moments and text
queries.

D. Multi-Instance Learning for Video Understanding

In multi-instance learning [24], samples are divided into
two bags, named positive bags and negative bags respectively.
In positive bags, there are at least one positive sample,
while any negative bag contains no positive samples. The
algorithm for multi-instance learning aims to classify each
sample to be positive or negative, based on these bags. The
multi-instance learning has been introduced to many video
understanding tasks, such as anomaly detection [44], weakly
supervised action classification [45], [46], temporal action
localization [47]–[51], and video-text pre-training [52]. In this
paper, we introduce a novel learning approach MIL-PUL,
which allows allow the positive proposals in non ground truth
clips, even without manual annotations of the moments.

III. PROPOSED METHOD

In this section, we first introduce the basic definition of
video grounding in Section III-A. Then, the video and text
encoding procedures are presented in Section III-B. After
that, a hierarchical language network and a learning approach,
termed MI-PUL, are proposed to explore the language hierar-
chy in Section III-C.

A. Problem Definition

Video grounding is a challenging cross-modal task, which
involves in the visual and textual modalities. Specifically,
given an untrimmed video with L frames and a query sentence
with N words, the purpose is to localize the best matching
moment (ts, te) in the video corresponding to the query
sentence, where ts and te denote the starting and ending times
respectively.
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Fig. 3. Architecture of the proposed HLN. We first decompose the sentence into three top-down levels, defined as {S i }3
i=1. After feeding them into the

feature extractor, we obtain a set of textual features defined as {Q i }3
i=1. Then, we fuse the textual features {Q i }3

i=1 and visual features V, and output the
fused features {Fi }3

i=1. We adopt a FPN architecture to calculate {G i }3
i=1, based on which we can perform prediction. During the train phase, we leverage

the MI-PUL to find the moments occurring in both ground truth and background clips.

Fig. 4. Illustration of the decomposition of the complex sentences. The
sentences are selected from TACoS [2] and ActivityNet-Captions [28]. For
clarity, we just show S1 and S2. S3 is the whole sentence.

B. Video and Sentence Encoding

1) Video Encoding: The videos usually last several minutes
in the task, hence it is hard to train the model end-to-end
limited by the GPU memory. Therefore, we encode the videos
in a segment-based manner like existing methods [11], [17].
A long untrimmed video is first divided into T non-overlap
segments with a fixed length, then the features of each segment
are extracted by a pre-trained CNN model, such as C3D [53]
and VGG [54] models. Then, a new fully connected layer
is employed to calculate the final feature vector. We denote
by vt ∈ R

d the features of the t-th segment, where d is
the channel. All the segment features are then stacked as
V ∈ R

T ×d .

2) Sentence Encoding: To explore the hierarchical seman-
tics of the query sentences, we first decompose each sentence
into three parts according to the natural sentence structure, i.e.,
main clause, the attributives and the adverbs, by using an off-
the-shelf semantic role parsing toolkit [55]. Based on these
parts, we construct the language hierarchies by combining
the attributives and adverbs to the main clause sequentially.
As shown in Fig. 1(b), the hierarchical architecture has three
top-down levels, including (i) main clause (S1), (ii) main
clause + attributives (S2) and (iii) complete sentence (S3),
which corresponds to the coarse-to-fine semantics of the
sentences. For the complex sentences, a main verb and some
parallel verbs will be found by Stanza [56]. S1 is generated by
selecting the sub-sentence that contains the main verb. Adding
sub-sentence containing the verb closes to the main verb to
S1 to obtain S2. S3 is the whole sentence. More examples are
shown in Fig. 4.

Following the hierarchy construction, we need to extract fea-
ture representation for each level of the architecture. We adopt
a GloVe word2vec model [57] generate the word embedding
w ∈ R

dw , and combine them in each textual hierarchy as
{Si ∈ R

Ni ×dw }3
i=1, where dw and Ni denote the dimension

and word number of the i -th level. We then feed Si into a
three-layer bidirectional LSTM network with d channels [58],
and use the last hidden state as the feature representation of
the i -th hierarchy, denoted as {Qi ∈ R

d}3
i=1.

C. Architecture of Our Method

The proposed method mainly contains two components, i.e.,
a hierarchical language network and multi-instance positive-
unlabelled learning, as shown in Fig. 3. The hierarchical net-
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work is a top-down architecture by decomposing the sentence
into three levels. For the second and the third level, the positive
samples may exist in both GT and Non GT, while GT may also
contains positive ones, we design a novel learning approach
named multi-instance positive-unlabelled learning to address
the problem. Due to the content described by the main clause
may simultaneously occur within and outside the ground-truth,
simply taking the clips within ground-truth as positive samples
and others as negative samples tends to encourage the model
to ignore the main clause. Our proposed HLN can alleviate
this ignorance by following two means: 1) feature enhance.
We individually encode S1, S2 and S3 to obtain F1, F2 and
F3, and embed F1 and F2 onto F3. Thus, the S3 stream
can be enhanced to focus on different parts of the query;
2) sharing weights. The Grounding Module shares weights
among S1, S2 and S3. Meanwhile, we apply MI-PUL on S1 and
S2 streams to avoids the shortcut of the Grounding Module,
which can further improve the S3 stream. Following we will
present the hierarchical language network and multi-instance
positive-unlabelled learning in detail.

1) Hierarchical Language Network: As shown in
Section III-B, we decompose sentences in hierarchy
and extract the hierarchical language representations
{Qi ∈ R

d }3
i=1, and extract the video features V ∈ R

T ×d .
Then, we use the fusion module to interact the language
representations with the video features in each hierarchy.
After that, we combine the fused features from all hierarchies
for following grounding. In this paper, the fusion module is
conducted following 2D-TAN [17]. Specifically, we generate

a 2D temporal map on V, defined as M ∈ R
T ×T ×d , where

the first dimension indicates the starting time and the second
dimension indicates the end time. For example, the coordinate
(i, j) of the temporal map represents the candidate moment
starting at i · τ and ending at ( j + 1) · τ , where τ is the time
interval. Then, we fuse the 2D temporal feature map with
sentence feature Qi as follows:

Fi = ‖(wq · Qi · 1�) � (wm · M)‖F , (1)

where wq and wm represent the learned parameters, 1� is the
transpose of an all-ones vector, � indicates Hadamard product,
and ‖·‖ is Frobenius normalization.

To explore the best configuration of HLN, we design
different fusion and prediction ways in Fig. 5. One of the
fusion method is indicated in Fig. 5 (a), which fuses video and
sentence features in each level separately, terms as Individual
Fusion (IF). The second fusion way is Joint Fusion (JF),
which fuse hierarchical features Qi with fused features from
last level, as is shown Fig. 5 (b). The experimental results
in Table III shows that each hierarchy should focus on the
individual information. Four kinds of prediction modules are
indicated in Fig. 5 (c)-(f), and we prove the effectiveness of
multi-level grounding. See details in Section IV-C.3.

Based on the fused feature maps {Fi}3
i=3, we adopt FPN [59]

to combine them to get {Gi }3
i=1, which are latter fed into the

grounding module. The grounding module consists of several
convolutional layers and the last layer predicts the matching
scores for the 2D temporal map (See details in 2D-TAN [17]).

Fig. 5. Illustration of (a) individual fusion, (b) joint fusion, (c) separate
multi-level, (d) fused multi-level, (e) down-to-top FPN and (f) top-to-down
FPN. Note that Qi and V mean the textual features at the i-th level and visual
features, which have been defined in Section III-B. {Fi }3

i=1 and {Gi }3
i=1 are

the fused feature maps and the features obtained from FPN, which are defined
in Section III-C.

Formally, we denote the valid scores of the temporal map
in i -th level of the language hierarchy as Xi = {xi

j }li
j=1,

where li is the total number of moment candidates. Each
xi

j represents the confidence of the corresponding moment
matching the queried sentence. The maximum value indicates
the best matching moment. Further analysis and evaluation of
these modules will be conducted in the experimental section.

In the training phase, we adopt a normalized IoU value as
the ground-truth label rather than a hard binary score which is
applied in 2D-TAN. We compute temporal IoU, defined as oi

j ,
for each proposal with the ground truth. Then the IoU value
oi

j is min-max normalized by two hyperparameters tmin and
tmax , which is formulated as:

yi
j =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 oi
j < tmin

oi
j − tmin

tmax − oi
j

tmin ≤ oi
j ≤ tmax

1 oi
j > tmax

(2)

Then, the objective function of the i -th levels is defined as:

Li
vg = − 1

li

li∑
j=1

yi
j log xi

j + (1 − yi
j ) log(1 − xi

j ), (3)

where Yi = {yi
j }li

j=1. Finally, the overall objective of three

levels can be Lall = ∑3
i=1 Lvg(Xi , Y i ). In inference stage,

we select the highest score in all valid candidates as the
matched moment given the query.

2) Multi-Instance Positive-Unlabeled Learning: As shown
in the top in Fig. 6, the sentences (e.g., “The man mops
the floor”) in the top two levels are only a sub-sentence of
the original text query, their corresponding moments (blue
boxes) may exist in both ground-truth and non ground-truth,
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which can be regarded as a positive-unlabeled learning prob-
lem. Furthermore, the ground-truth may contain both positive
and negative candidates, i.e., multi-instance learning. Hence,
we proposed MI-PUL to address the above problems. In the
this section, we first review the problem settings and risk
estimators in PUL. Then we introduce the proposed multi-
instance positive-unlabeled learning method.

a) Problem settings: In PUL, the training samples M,
which corresponds to the 2D map in our method, consists
of a positive set Mp and an unlabeled set Mu , where we
have M = Mp ∪ Mu . Mp contains n p positive examples m p

sampled form P(m|Y = +1) and Mu contains nu unlabeled
examples mu sampled form P(m), where Y ∈ {+1,−1}
is the output random variables. Let g : R

d → R be the
convolutional layers in the grounding module, i.e., X = g(M)
and L : R × {+1,−1} → R be the loss function. Hence we
have X p = g(Mp) and Xn = g(Mn).

b) Risk estimators: The risk of g can be defined as
R(g) = πp R+

p (g)+πn R−
n (g), where πp = P(Y = +1) is the

class-prior probability and πn = P(Y = −1) = 1−πp . In this
paper, we regard the number of proposals with high similarity
to GT as the prior for the number of positive samples (see red
square in Fig. 3). In positive and negative learning, since the
availability of Mp and Mn , R(g) can be approximated by:

R̂pn(g) = πp R̂+
p (g) + πn R̂−

n (g)

= πp

n p

∑
x∈X p

L(x,+1) + πn

nn

∑
x∈Xn

L(x,−1), (4)

Due to the Mn is unavailable in PUL, we approximate R−
n (g)

directly [21]. Since πn Pn(x) = P(x) − πp Pp(x), πn R̂−
n (g)

can be obtained as follows:
πn R̂−

n (g) = R̂−
u (g) − πp R̂−

p (g)

= 1

nu

∑
x∈Xu

L(x,−1) − πp

n p

∑
x∈X p

L(x,−1). (5)

Then, R̂pu(g) can be approximated indirectly by:

R̂pu(g) = πp

n p

∑
x∈X p

L(x,+1)

+ 1

nu

∑
x∈Xu

L(x,−1) − πp

n p

∑
x∈X p

L(x,−1). (6)

Eq. 6 is known as the unbiased risk estimator [20], [22], [26].
Specifically, for any g, R̂(g) ≥ 0 should be fixed. However,
R̂−

u (g) − πp R̂−
p (g) ≥ 0 is not always true. Hence, πn R̂−

n (g)
may be negative, which leads to the model to overfit [21].
To avoid this drawback, the non-negative version [21] of
Eq. 6 is proposed to make sure πn R̂−

n (g) to be non-negative,
as follows:

{πn R̂−
n (g)}+

= max{0, R̂−
u (g) − πp R̂−

p (g)}
= max{0,

1

nu

∑
x∈Xu

L(x,−1) − πp

n p

∑
x∈X p

L(x,−1)}. (7)

Finally, the non-negative PUL can be formulated as:
R̂nnpu(g)

= πp R̂+
p (g) + {πn R̂−

n (g)}+
= πp

n p

∑
x∈X p

L(x,+1)

+ max{0,
1

nu

∑
x∈Xu

L(x,−1) − πp

n p

∑
x∈X p

L(x,−1)}. (8)

c) MI-PUL: Different from the standard PUL that all
labeled samples are positive, labeled samples within the
ground-truth may contain both positive and negative propos-
als in our task, as shown in Fig. 6. That is, we have no
prior that where the main clause is in the video, but just
know it must exist in the ground-truth moment. To tackle
this problem, we propose MI-PUL to construct a bag of
positive candidates for each ground-truth moment and its
corresponding query pair. Formally, let ts and te denote the
starting and ending time of ground-truth. Then the bag can
be defined as B = {(ls , le)|ls , le ∈ [ts , te]; ls ≤ le}. For
instance, as shown in Fig. 6, the coordinate of ground-
truth on 2D map is (1, 3) and the bag can be formed as
B = {(1, 1), (1, 2), (1, 3), (2, 2), (2, 3), (3, 3)}. Compared to
minimizing the first line in Eq. 8, multi-instance PUL aims to
minimize the following risk:

R̂+
g (g) = 1

|B|
∑

(i, j )⊆B

ai, jL(g(Mi, j ),+1), (9)

where Mi, j is the coordinate (i, j) on M and ai, j =<
Q, Mi, j > is the similarity between Q and Mi, j . Based on
B and ai, j , we define the set of the score and similarity as
A = {(x = g(Mi, j ), ai, j )|(i, j) ⊆ B}. Based on Eq. 3 and
Eq. 8, the objective function of the top two levels of language
hierarchy can be rewrote as:

Li
mipu = π i

p

|Ai |
∑

(x,a)⊆Ai

aLce(x, 1)

+ max{0,
1

ni
u

∑
x∈Xi

n

Lce(x, 0) − π i
p

ni
p

∑
x∈Xi

p

Lce(x, 0)}, (10)

where Lce(x, y) = ylogx + (1 − y)log(1 − x) is the cross
entropy loss and π i

p , Ai , ni
u , Xi

n , Xi
p , Xi

n is the i -th level of
πp , A, nu , Xn , X p , Xn . Finally, the overall objective of our
HLN is as follows:

Lall = L3
vg + λ1L1

mipu + λ2L2
mipu , (11)

where λ1 and λ2 are hyperparameters to control the weight of
MI-PUL objective in the first and second level respectively.
In this paper, we set both of them to 1.0.

IV. EXPERIMENTS

In this section, we evaluate our proposed HLN on three
challenge datasets, including TACoS [19], Charades-STA [27]
and ActivityNet Captions [60].

In this section, we first introduce these datasets and our
implementation details, and then compare the performance
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Fig. 6. Illustration of MI-PUL. Since the GT may contain both positive and
negative proposals, we combine all proposals within the GT to construct the
bag of positive candidates that may include positive and negative ones rather
than only set GT as positive samples.

TABLE I

ABLATION STUDY OF LANGUAGE HIERARCHY ON THE TACos

DATASET. THE SCORES AT Rank1@0.5 ARE PRESENTED

of our method with other state-of-the-art approaches. Finally,
we investigate the impact of different components via a set of
ablation studies.

A. Datasets

1) TACoS: TACoS is collected by Regneri et al. [19] which
consists of 127 videos on cooking activities with an average
length of 4.79 minutes for video grounding and dense video
captioning tasks. There are 18, 818 video-query pairs for
video grounding task, and each video contains corresponding
148 queries on average. Due to temporal duration of moments
over only a few seconds even a few frames, TACoS dataset
is very challenging. We follow the same split of the dataset
as Gao et al. [2] for fair comparisons, which has 10, 146,
4, 589, and 4, 083 video-query pairs for training, validation,
and testing respectively.

2) Charades-STA: Charades is originally collected for daily
indoor activity recognition and localization [27], which con-
sists of 9, 848 videos. Gao et al. [2] build the Charades-STA
by annotating the temporal boundary and sentence description
of Charades [27], where there are 12, 408 video-query pairs
in the training set, and 3, 720 video-query pairs in the test set.

TABLE II

ABLATION STUDY OF DIFFERENT SENTENCE DECOMPOSITION ON THE
TACos DATASET IN TERMS OF Rank1@0.5

3) ActivityNet-Captions: ActivityNet [28] is a large-scale
dataset which is collected for video recognition and temporal
action localization [47], [50], [62]–[66], which are associated
with 200 activity classes, where the content is more diverse
compared to Charades-STA. Krishna et al. [60] extend Activ-
ityNet to ActivityNet-Captions for the dense video captioning
task. ActivityNet-Captions consists of 20K videos with 100K
queries, and each video, with around 2-minute duration. it con-
tains 3.65 queries on average and each query has an average
length of 13.48 words. The ActivityNet-Captions dataset is
split into the training set, validation set, testing set with a 2:1:1
ratio, including 3, 7421, 1, 7505 and 1, 7031 video-query pairs
separately.

B. Implementation Details

1) Evaluation Metric: For fair comparisons, following the
setting as previous work [2], we evaluate our model by com-
puting Rank n@m. Specifically, it is defined as the percentage
of sentence queries having at least one correct grounding pre-
diction in the top-n predictions, and the grounding prediction
is correct when its IoU with the ground truth is larger than m.
Similar to [17], we evaluate our method with specific settings
of n and m for different datasets. Specifically, we report the
results at n ∈ {1, 5} with m ∈ {0, 1, 0.3, 0.5} for TACoS
dataset, n ∈ {1, 5} with m ∈ {0.5, 0.7} Charades-STA dataset,
n ∈ {1, 5} with m ∈ {0.3, 0.5, 0.7} for ActivityNet Captions
dataset.

2) Feature Extractor: For fair comparison, we extract video
features following previous works [3], [17]. Specifically,
We use the C3D [53] network pre-trained on Sports-1M [67]
as the feature extractor. For Charades-STA, we also use VGG
feature [54] to compare out results with [2], [17]. We divided
the video into segments contains several frames. The input
of C3D network is a segment with 16 frames for three
datasets. When using VGG feature for Charades-STA, the
number of frames in a segment is set to 4. Non maximum
suppression (NMS) with a threshold of 0.5 is applied during
the inference. The dimension dv , dw and d are 512, 300 and
512 respectively. To generate 2D temporal map, we adopt an
8-layer 2D convolution network with kernel size of 5 for
Charades-STA and TACoS, and a 4-layer 2D convolution
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TABLE III

ABLATION STUDY OF VARIOUS FUSION AND PREDICTION METHODS ON THE TACoS AND ACTIVITYNET DATASETS

network with kernel size of 9 for ActivityNet Captions. The
normalized thresholds tmin and tmax defined in Eq. 2 are set
to 0.5 and 0.1 for Charades-STA and ActivityNet-Capstions,
and 0.3 and 0.7 for TACoS.

3) Training Settings: We use Adam [68] with learning rate
of 1 × 10−4 and batch size of 32 for optimization. We decay
the learning rate with ReduceLROnPlateau in Pytorch [69].
All of our models are implemented by PyTorch and trained
under the environment of Python 3.6 on Ubuntu 16.04.

C. Ablation Studies

We ablate the proposed HLN to evaluate the effectiveness
of each component. Our baseline method is 2D-TAN [17],
which fuses the text and video information by using the whole
sentence and the complete video features with a single level
structure. It corresponds to setting that only V and Q3 are used
in our method.

1) The Effect of the Language Hierarchy: We conduct
experiments on the TACoS dataset to evaluate the effect of
the Language Hierarchy (LH). In these experiments, we fuse
the two modalities with the Individual Fusion (IF) at each
level rather than the Joint Fusion (JF). We will discuss the
effectiveness of IF and JF in Section IV-C.3. In Table I,
we report the performance of video grounding with different
LH strategy. {Fi }3

i=1 indicate the fused features, as defined in
Section III-C, and V&Q1 indicates fusion operation between
V and Q1. Comparing HLN1 and HLN2 with the baseline,
we can find that the main clauses are critical for video
grounding. Adding the main clause (HLN4) to the baseline
method brings a significant improvement by 2.44%. Compar-
ison between HLN3 and HLN4 indicates the whole sentences
Q3 are more critical than Q2, because they can provide
more details. Finally, applying all levels of LH can achieve
best performance proves the effectiveness of the hierarchical
architecture in the video grounding.

2) Exploration of the Sentence Decomposition: We con-
duct experiments to evaluate the effect of different sentence

decomposition on TACoS dataset, and present the results in
Table II. F1, F2 and F3 represent the fused features from local
to global respectively. We can also see that Main Clause (MC)
is the most important part than Attribute Phrases (ATP)
and Adverbial Phrases (ADP). For example, the model with
the setting of F1=MC outperforms F1=ADP and F1=ATP
by 1.29% and 2.43% respectively. Then we also have the
conclusion that ATP achieves better performance than ADP,
such as 26.59% vs 26.17%. Moreover, when given a specific
F1, e.g. MC, F2=MC+ATP and F2=MC+ADP gain 0.72%
and 0.56% than F2=ADP+ATP, which means the top-to-down
fusion procedure is more suitable for video grounding task.

3) Evaluation of the Fusion and Prediction Ways: Table III
evaluate different ways of fusion and prediction described
in Fig. 5 (a)-(f) on TACoS and ActivityNet-Captions. The
scores at Rank1 are presented. ‘DT-FPN’ represents down-
to-top FPN, while ‘TD-FPN’ represents top-to-down FPN.
G1 means that only one level G1 is applied when perform
prediction, while G1−3 indicates all three levels are applied.
The results show that Individual Fusion (IF) can obtain better
performance that Joint Fusion (JF) under all the settings.
It shows that each hierarchy should be trained individually
and should not bring information from other levels. About
the way of prediction, the FPN [59] architecture can achieve
significant improvements. Moreover, we can also find that TD-
FPN slightly outperforms DT-FPN, which can achieve best
performance when combining all the levels.

4) Effect of MI-PUL: Table IV evaluate the effectiveness of
the proposed MI-PUL on TACoS and ActivityNet-Captions
datasets. In these experiments, we compare MI-PUL with
GT that directly uses ground-truth segments as supervision,
Label Smoothing (LS) [61] and Positive Unlabeled Learning
(PUL) [21]. These results show that MI-PUL outperforms
other methods based on both HLN4 and HLN6 models. The
improvements of MI-PUL tend to increase with temporal IoU
growing, which means our method can predict more precise
boundaries. Moreover, we further explore MI-PUL from the
false positive (FP) and false negative (FN) points, as shown in
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TABLE IV

ABLATION STUDY OF THE MI-PUL ON THE TACoS AND ACTIVITYNET-CAPTIONS (ANET-CAP) DATASETS

Fig. 7. Illustration of the performance of different length of sentences on (a) TACoS and (b) ActivityNet-Captions datasets. The red number over the bins
is the relative performance improvement of HLN over the baseline.

TABLE V

COMPARISON OF FP, FN OF DIFFERENT METHODS ON THE TACoS AND

ACTIVITYNET-CAPTIONS (ANET-CAP) DATASETS

Table V. Specifically, we first set a threshold value, i.e., 0.05.
The predicted scores higher than 0.05 but outside of GT are
FPs, while the ones lower than 0.05 but inside of GT are FNs.
This aims to explore how does HLN work. For the top two
levels, considering the more coarse semantics, FP should be
higher, while in the bottom level with fine query, FP should be
small. We find that PUL and MI-PUL can both obtain higher

TABLE VI

ABLATION STUDY OF Rank1 AT DIFFERENT IoUs OF DIFFERENT LEVELS

IN LH ON THE TACoS AND ACTIVITYNET-CAPTIONS DATASETS

FP than GT, and MI-PUL can have smaller FP in the bottom
level than PUL. Due to the sentence of the level from top
to down being more and more restrict, FN is more and more
higher. In all three methods, our MI-PUL shows the smallest
FN, which indicates more accurate localization.

5) Evaluation of Different Levels and Lengths of the Sen-
tences: Table VI shows the results of Rank1 at different
levels on TACoS and ActivityNet-Captions datasets. It is clear
that the deep layer can predict better moments with high
IoUs. Meanwhile, we report the performance of different
sentence length in terms of Rank1@IoU = 0.5 in Fig. 7. The
improvements of the proposed HLN over the baseline mainly
come form the long sentences, which means that language
hierarchy can help to understand the languages.
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TABLE VII

COMPARISONS WITH STATE-OF-THE-ARTS ON TACoS AND ACTIVITYNET-CAPTIONS

Fig. 8. Visualized results on ActivityNet Captions dataset: (a) attention of
words and (b) prediction of different levels.

D. Comparisons With State-of-the-Arts

Table VII and Table VIII compare the propose HLN
with current state-of-the-art approaches on the three datasets.
“above” in Table VII and Table VIII mean the improvement
obtained by adding our method to the baseline. It is clear
that the proposed HLN can improve all the methods by
applying same C3D feature over almost all IoU thresholds

Fig. 9. Qualitative results on three examples selected from Charades-STA
and ActivityNet-Captions datasets.

on TACoS. Specifically, our method achieves 31.47% with
the Rank1 metric at IoU 0.5, which significantly outperforms
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TABLE VIII

COMPARISONS WITH STATE-OF-THE-ARTS ON CHARADES-STA

the baseline 2D-TAN by 6.15%. On ActivityNet-Captions,
our method reaches competitive performance in terms of both
Rank1 when Rank5 IoU= 0.5, outperforming the previous
model 2D-TAN by 1.84% and 1.74% respectively. For a fair
comparison, we employ VGG and C3D features to when eval-
uating on Charades-STA dataset, following DRN [3]. We can
see that our method achieve the highest score at all IoUs
with VGG feature, outperforming the previous best model
2D-TAN by 1.45% and 0.93% at rank1@{0.5, 0.7} respec-
tively. Actually, the queries of TACoS are more challenging
than Charades-STA, while HLN obtains larger improvements
on the TACoS, which can better demonstrate the effectiveness
of the language hierarchy.

E. Qualitative Analysis

We present some visualization results in Fig. 8 to evaluate
the proposed method. In Fig. 8 (a), we compare HLN with the
baseline model in terms of the attention of the query. Darker
color indicates a higher value. Q1, Q2 and Q3 indicate the

Fig. 10. Failure cases on two examples selected from Charades-STA and
ActivityNet-Captions datasets.

sentence features at the first, second and third level respec-
tively. Compared with the baseline model, HLN can focus
on different parts of the query at different levels. Fig. 8 (b)
presents the visualization of prediction different levels. It is
clear that at top two levels, HLN can find the moments of ‘do
karate’, even they are not within the ground truth. Fig. 9 shows
some qualitative results from three query-video examples.
Our methods can predict more precise segments. Specifically,
for the second query, the baseline model may localize the
segments which contain ‘left’ and ‘hit’, hence generating a
more coarse prediction. Since our proposed HLN can focus
more on other phrases, i.e., ‘do karate’, the predicted segments
are more precise.

F. Drawback Analysis

Since our model need decompose the sentence into different
phrases, i.e., main clauses, attribute phrases and adverbial
phrases, there is only slight improvement for those sentences
which only consists of main clauses. As Table VIII indicates,
our proposed method only achieves a slight improvement than
baseline (2D-TAN), i.e., 24.24% vs 23.31% with VGG feature,
which is only 0.93% over than the baseline model. That is
due to that most of the sentences in the Charades-STA dataset
are simple, such as ‘person turns the light off’; see the top
row in Fig. 10. Furthermore, the improvement on ActivityNet-
Captions is also not as large as that on TACoS. This is due to
that the sentences in ActivityNet-Captions contain too many
verbs, such as ‘is seen to do’, which are not the real main
clauses, as shown in Fig. 4 (d)-(e); see the bottom row in
Fig. 10.

V. CONCLUSION

In this paper, we propose a novel HLN to explore the
language hierarchy for the video grounding task. We dis-
cuss different strategies to construct the language hierarchy,
and design a coarse-to-fine architecture. In this hierarchical
architecture, several fusion and prediction approaches are well
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evaluated, and the experiments show that the individual fusion
and top-to-down FPN achieve the best performance. We also
propose a learning approach, termed MI-PUL, which allows
that it can contain the moments described by main clauses
in the background intervals. Combined with MI-PUL, the
proposed HLN improve the state-of-the-art methods on three
challenging datasets. In future works, instead of decomposing
sentences with manually defined rules (i.e., main clause, the
attributives and the adverbs), we would explore the automatic
learned way to group sentences, which is more efficient and
generalized.
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