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Abstract—Left-ventricular ejection fraction (LVEF) is an im-
portant indicator of heart failure. Existing methods for LVEF
estimation from video require large amounts of annotated data
to achieve high performance, e.g. using 10,030 labeled echocar-
diogram videos to achieve mean absolute error (MAE) of 4.10.
Labeling these videos is time-consuming however and limits
potential downstream applications to other heart diseases. This
paper presents the first semi-supervised approach for LVEF
prediction. Unlike general video prediction tasks, LVEF predic-
tion is specifically related to changes in the left ventricle (LV)
in echocardiogram videos. By incorporating knowledge learned
from predicting LV segmentations into LVEF regression, we can
provide additional context to the model for better predictions.
To this end, we propose a novel Cyclical Self-Supervision (CSS)
method for learning video-based LV segmentation, which is
motivated by the observation that the heartbeat is a cyclical
process with temporal repetition. Prediction masks from our
segmentation model can then be used as additional input for
LVEF regression to provide spatial context for the LV region.
We also introduce teacher-student distillation to distill the infor-
mation from LV segmentation masks into an end-to-end LVEF
regression model that only requires video inputs. Results show
our method outperforms alternative semi-supervised methods
and can achieve MAE of 4.17, which is competitive with state-
of-the-art supervised performance, using half the number of
labels. Validation on an external dataset also shows improved
generalization ability from using our method.

Index Terms—Ejection Fraction, Echocardiogram Video, Semi-
supervised Learning, Video Regression

I. INTRODUCTION

Left ventricular ejection fraction (LVEF) is one of the most
commonly reported measures of left ventricular (LV) systolic
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(a) Example of data collection process for LVEF

(b) Problem setting for semi-supervised LVEF prediction

Fig. 1: (a) The labeling process for left-ventricular ejection
fraction (LVEF) involves first identifying representative end-
diastole (ED) and end-systole (ES) frames from the echocar-
diogram video sequence. The left ventricle (LV) is then
segmented from these two frames to predict end-diastole
volume (EDV) and end-systole volume (ESV) using method of
disks [1]. LVEF is calculated as their percentage difference. (b)
For semi-supervised LVEF prediction, we aim to use labeled
sequences together with completely unlabeled video sequences
for model training to reduce annotation requirements.

function and is used to diagnose cardiac disease [2–4]. It is
calculated as the percentage volume change between the end-
diastole (ED) and end-systole (ES) phases of the heartbeat,
which corresponds to maximum and minimum volumes of the
LV respectively. Values outside the normal range of 40% to
70% indicate potential heart failure or cardiomyopathy [2].
Manual measurement of LVEF involves identifying represen-
tative ED and ES frames from the echocardiogram sequence,
tracing the LV chamber to estimate volume, and calculating the
percentage difference [1, 5]; see Fig. 1a. This process is time-
consuming and suffers from large inter-observer variation, thus
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(a) (b)

Fig. 2: We approach semi-supervised LVEF prediction in two steps. (a) Step 1: We perform semi-supervised LV segmentation
to obtain LV mask predictions for multi-input LVEF regression. We sample a batch of ED and ES frames (red), which have
dimensions 3× 112× 112, to calculate segmentation loss (Lseg) for supervised segmentation. We separately sample an input
clip of 40 frames (blue), which covers a minimum of two cardiac cycles, for enforcing cyclical consistency through minimizing
Cyclical Self-Supervision loss (Lcss). This is based on the observation that the heartbeat is a cyclically repeating process, and
features should be cyclically consistent. The two tasks share the same model encoder and are jointly trained. (b) Step 2:
We train a multi-input model fm (red) using mean squared error (MSE) loss (Lm) on video concatenated with segmentation
predictions, which has 4 input channels. The spatial context from LV mask predictions is then distilled into an end-to-end
model for 3 channel video inputs, fe (blue), by using fm as a teacher model in teacher-student distillation. Distillation loss
(Ldst) is calculated based on MSE of labeled (Llb) and unlabeled samples (Lulb) with unlabeled loss weighting of wulb.

motivating the development of automated solutions [6, 7].
One approach for LVEF prediction is to estimate end-

diastole volume (EDV) and end-systole volume (ESV) sep-
arately based on predicted LV segmentations [8–10]. These
methods require accurate identification of ED and ES frames
however since errors from frame selection and volume estima-
tion can propagate to the final LVEF estimate [10, 11]. Current
state-of-the-art methods achieve decent results by directly
regressing LVEF from video inputs, an end-to-end approach.
However, video understanding requires large amounts of la-
beled data. For example, Ouyang et al. [6] and Dai et al. [12]
develop LVEF regression models using 10,030 annotated
echocardiogram videos, which are costly to label. Moreover,
the requirement for extensive annotations makes it challenging
to generalize the methods for diagnosing related diseases, such
as elevated B-type natriuretic peptide (BNP) levels or LV
hypertrophy [4, 13]. To this end, we propose a semi-supervised
method to predict LVEF from echocardiogram videos using
labeled and unlabeled data. Fig. 1b shows our problem setting.

To our best knowledge, this is the first paper exploring semi-
supervised LVEF prediction from echocardiogram videos. We
observe that, unlike natural video understanding, LVEF is
directly related to changes in LV volume. We can therefore
provide additional context for LVEF video regression by
concatenating LV segmentation masks with video frames, as
this helps highlight the relevant region. Based on this insight,
we approach semi-supervised LVEF prediction in two steps:
(1) we train a semi-supervised video segmentation model to
generate LV segmentation predictions for individual frames;
(2) we then distill the information provided by segmentation
masks into an end-to-end LVEF regression model that directly

performs inference using raw video inputs only.
For semi-supervised video-based LV segmentation, we in-

troduce a novel cyclical self-supervision (CSS) method that
enforces feature similarity based on the cyclical nature of
the heartbeat. This is based on the observation that the heart
is visually similar during the same phases of a cycle, such
as at the start of contraction, and therefore should have
similar features. Experiments show that segmentation masks
generated using CSS improve LVEF video regression when
concatenated with video as additional input and outperform
alternative segmentation methods (see Table V). For model
distillation, we propose teacher-student distillation to distill
information captured by segmentation predictions into an end-
to-end model. Our method uses pseudo-labels on unlabeled
videos for distillation, which also allows additional data to
be used in training and further improves predictions (see
Table IV). An illustration of our workflow is shown in Fig 2.

Our method outperforms existing semi-supervised ap-
proaches for video learning, achieving 4.90 mean absolute
error (MAE) with one-eighth of available labels (see Table I).
We also achieve 4.17 MAE using half the available labels,
which is competitive with 4.10 MAE achieved using the super-
vised approach by Ouyang et al. [6] on a fully labeled dataset.
External validation further shows that our semi-supervised
method has better generalization ability and outperforms state-
of-the-art fully supervised models on data from a different
hospital (see Table IX). Our key contributions are:

• This paper is the first work to propose an annotation-
efficient approach to LVEF prediction from echocardio-
gram videos using labeled and unlabeled video sequences.

• Given the cyclical nature of echocardiograms, we intro-
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duce a novel cyclical self-supervision (CSS) method for
semi-supervised video segmentation that enforces feature
similarity based on temporal cyclicality.

• Because LVEF is determined by changes in the volume of
the LV, we introduce a novel teacher-student distillation
method to distill spatial context from LV segmentation
masks into an end-to-end LVEF video regression model.

• Our method outperforms existing semi-supervised video
learning techniques, achieves results competitive with
fully supervised methodologies, and demonstrates good
generalization through external validation 1.

II. RELATED WORK

In this section, we review related works on automated LVEF
prediction and semi-supervised learning for images and videos.

A. Automated LVEF Prediction

Segmentation-based approach. LVEF can be predicted
from ED and ES frames by estimating EDV and ESV sepa-
rately from segmentation masks and calculating the percentage
difference [8–10]. Volumes can be directly calculated for 3D
segmentation masks and approximated from 2D masks by
using method of disks [1]. Leclerc et al. [14] estimate LVEF by
first performing LV segmentation on pre-selected ED and ES
frames with a standard U-Net architecture. Liu et al. [15] use
pyramid attention modules to learn different feature resolutions
for segmentation before calculating LVEF.

Segmentation approaches for video inputs are more chal-
lenging because ED and ES frames must be identified from
the input sequence. What’s more, LV segmentation labels are
typically available only for the ED and ES frame because these
are the only labels collected during manual measurement of
LVEF [6, 14] (see Fig. 1a). Segmentation errors on non-ED
and non-ES frames can produce incorrect volume approxi-
mations, and these can propagate to the final LVEF value,
which is taken as the percentage difference between maximum
and minimum volume predictions [10, 16, 11, 17]. Jafari et
al. [8] use a Bayesian U-Net for frame-wise segmentation
and use top and bottom percentile estimates to obtain EDV
and ESV. Painchaud et al. [16] apply temporal smoothing
to volume predictions to reduce outliers. Other works train
separate models to first identify ED and ES frames from video
before performing segmentation [18, 9].

Regression-based approach. State-of-the-art LVEF predic-
tion directly regresses LVEF from video inputs using spatial-
temporal models, which avoids the need to estimate EDV and
ESV separately. Ouyang et al. [6] use the R2+1D ResNet [19]
to perform regression, achieving an MAE of 4.10. Dai et
al. [12] further improve predictions by proposing AdaCon, a
novel contrastive learning framework for regression problems.
These end-to-end regression methods produce more reliable
estimates by avoiding error propagation from separate frame
identification and volume approximation stages.

Video regression requires large amounts of data for training
however. Ouyang and Dai use 10,030 echocardiogram video

1Code is available at https://github.com/xmed-lab/CSS-SemiVideo.

sequences in their works for example [6, 12], which requires
extensive labeling effort. What’s more, current regression
approaches do not make use of the LV segmentation labels
that are collected as part of the labeling process. Segmentation
labels still provide valuable information because LVEF is
directly related to changes in the LV. The spatial context from
segmentation masks contains location as well as volume infor-
mation of the LV chamber [1]. Works by Ouyang et al. [13]
also support the fact that spatial-temporal networks attend to
the LV region when learning LVEF regression. Models trained
to perform LV segmentation have specialized knowledge of the
LV region, and this can be used to provide additional guidance
for LVEF video regression if used effectively.

Our proposed method is one of the first to incorporate
knowledge from segmentation models into LVEF video re-
gression. By distilling spatial context from LV segmentation
predictions into an end-to-end video regression model, we can
achieve results competitive with state-of-the-art performance
with significantly fewer labeling requirements.

B. Semi-Supervised Learning

Segmentation. Semi-supervised image segmentation meth-
ods combine augmentations with consistency regularization or
pseudo-labels to learn from unlabeled data [20–28]. The mean-
teacher approach [20] uses a teacher model to generate pseudo-
labels for the student model. CCT [23] applies augmentations
to intermediate features and enforces consistency on predicted
outputs. CPS [25] uses predictions from co-trained segmen-
tation models for cross-supervision. Other approaches using
contrastive learning [29, 30] and class activation maps [31]
have also been explored. Video segmentation methods makes
additional use of temporal information either through optical
flow for pseudo-label generation [32] and multi-task learn-
ing [33, 34], or through multi-frame attention [35–37]. These
methods achieve strong results on benchmark tasks but are
typically designed for natural videos. They are not able to
utilize the unique characteristics of echocardiogram sequences.

Semi-supervised methods have also been applied to LV
segmentation by making use of unlabeled non-ED and non-
ES frames in echocardiogram sequences. Works by Zhang et
al. [38] and Pedrosa et al. [39] use different label propagation
techniques to generate pseudo-labels for LV segmentation.
Others propose jointly learning motion flow and segmenta-
tion from video and enforcing consistency between the two
tasks [40, 41, 10]. These methods share similarities with
natural video segmentation and do not make use of the special
characteristics of echocardiogram sequences. Moreover, they
require the ED and ES frames in a sequence to be labeled in
order to apply motion propagation and cannot use completely
unlabeled sequences. Our proposed CCS framework uses the
cyclical nature of the heart as a prior constraint and can
be applied to labeled and unlabeled sequences for improved
segmentation and downstream LVEF regression performance
(see Table V).

Video Understanding. Semi-supervised learning has also
been applied to tasks such as video classification, action recog-
nition, and temporal action proposal. State-of-the-art methods
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share similarities with those for images and use consistency
regularization and pseudo-labels on unlabeled data. Xiong
et al. [42] generate pseudo-labels by ensembling multi-view
predictions. Jing et al. [43] train additional image classifiers
to enforce consistency on unlabeled videos for classification.
Xu et al. [44] use co-trained models to generate pseudo-labels
for each other to perform action recognition. These methods
target classification tasks and cannot be applied directly to
LVEF regression without modification however.

Semi-supervised video regression tasks receive less atten-
tion compared to classification tasks and have fewer estab-
lished methods. Ding et al. [45] propose feature perturbation
strategies for semi-supervised temporal action localization. Ji
et al. [46] use mean-teacher learning by generating pseudo-
labels on unlabeled inputs with a teacher model. These gener-
alized techniques achieve decent performance on natural video
but are not well-tailored to echocardiograms. We show in
Table I that our novel approach outperforms existing state-
of-the-art methods by effectively making use of the unique
properties of the problem domain.

III. METHODOLOGY

Our proposed methodology consists of two steps: (1) we
use a novel cyclical self-supervision (CSS) method to perform
semi-supervised LV segmentation using labeled and unlabeled
echocardiogram sequences (2) we distill the context provided
by LV segmentation predictions into an end-to-end video
regression model with teacher-student distillation. Fig. 2 il-
lustrates the overall flow. We expand on the two steps in the
subsections below.

We introduce notations and denote D := {(Xi, Yi)}Ni=1

as the labeled dataset with N samples, where Xi :=
{x1

i , x
2
i , ..., x

Ti
i } is an echocardiogram video sequence and

xt
i is the frame at time-step t. Yi := {EFi, LV

ED
i , LV ES

i }
represents the LVEF label and LV segmentation masks for ED
and ES frames, respectively. We denote the unlabeled dataset
as D′ := {X ′

i′}
N ′

i′=1 which has no corresponding labels.
The segmentation model consists of a feature encoder and

decoder, which we denote fseg = fdec ◦ fenc. The encoder
generates feature embeddings zti = fenc(x

t
i) ∈ Rd where d

is the feature dimension. The decoder fdec generates LV seg-
mentation predictions based on embeddings, L̂V

t

i = fdec(z
t
i).

Two deep regression models are used for LVEF prediction.
We denote fm as the multi-input LVEF regression model
that accepts inputs of two types: raw echocardiogram videos
concatenated with the LV segmentation mask prediction. We
denote fe as the end-to-end model which only accepts raw
echocardiogram video inputs.

A. Cyclical Self-Supervision (CSS) for Video-based Semi-
Supervised LV Segmentation

1) Motivation: The heart pumps blood in a cyclical process
and is visually similar during matching phases of the cardiac
cycle, such as at the start or end of contraction. This is
evident from observing echocardiogram videos as they typ-
ically feature repeating sequences of cardiac motion. Based
on this observation, we aim to train an encoder on labeled

and unlabeled echocardiogram sequences by learning feature
embeddings that are consistent with the cyclical nature of the
heartbeat. Enforcing cyclicality allows us to utilize additional
unlabeled data for training, which also helps to reduce over-
fitting to labeled ED and ES frames.

Identifying and enforcing cyclicality within echocardio-
grams is challenging however because there are typically no
labels associated with cycle duration. The number of frames
per cycle varies depending on the patient’s heart rate and the
video frame rate, and different sequences have different num-
bers of cycles. To formulate an unsupervised methodology, we
observe that humans can recognize cyclical repetition without
cycle labels by performing the following actions: 1) We first
scan ahead of a reference point and find a time-point where
the contents are similar to our reference phase; 2) We then
skip a few frames ahead of the reference and matching time-
points to see if the contents continue to be aligned. If this is
true for all sampled references then the sequence is cyclically
repeating. We can also express this process rigorously through
the following relation: if a phase at time-point p∗ of a cyclical
sequence is the same as time-point q∗, then the phase at time-
point q∗+ c is the same as time-point p∗+ c, where c is some
temporal offset (see Fig. 3a for illustration). We design CSS
as a differentiable loss function to enforce this relationship on
features such that they exhibit temporal cyclicality.

Labels for p∗ and q∗ are unavailable for echocardiogram
sequences, which means we cannot rely on supervised meth-
ods. Instead, we can use feature similarity to calculate the
probability a phase matches with our reference for different
time-points. This mimics the process of visually searching for
similar content to find a matching phase (see Fig. 3b). We can
then use the probabilities to calculate an expected value for
the phase at q∗ + c to match with p∗ + c, which mimics the
process of checking for continued alignment (see Fig. 3c). By
enforcing a close match between the two, we ensure the fea-
tures learned by our model encoder are cyclically consistent.
To ensure features are also relevant to the LV segmentation
task, we train CSS jointly with supervised segmentation using
a shared encoder. We design our CSS loss function based on
these considerations.

2) Loss Formulation: Given some input sequence Xi that
covers at least two cardiac cycles, we first divide it into
template region P , search region Q, and a buffer region B
used to accommodate frame selection. We analytically define
a phase, i.e. a given stage in the cardiac process, by Et

i , an
array of s feature embeddings starting at time-point t:

Et
i = [zti , z

t+1
i , ..., zt+s−1

i ] . (1)

Our design for Et
i captures both spatial and temporal char-

acteristics, which reflects how a person visually identifies
video phases based on sequences of key features. Given some
template phase Ep∗

i where p∗ is randomly selected from P , we
can enforce cyclical consistency by finding a matching phase
in Q and ensuring that the phases continue to match after an
equal temporal offset. In other words, we find q∗ ∈ Q and
ensure that Eq∗+c

i matches with Ep∗+c
i for offset c.

First, we find the probability αq
i that the phase starting at

time-point q ∈ Q is the same phase as our template Ep∗

i :
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(a) Cyclical relationship within a cardiac sequence

(b) Phase matching in the search region

(c) Offset matching in the template region

Fig. 3: (a) We tend to perform the following actions when
we visually check for cyclicality: 1) We search ahead of our
reference point for a matching time-point where the contents
are highly similar 2) We skip ahead a number of frames and
check that the contents remain aligned. Expressed rigorously:
if the phase at time-point p∗ of a cyclical process is the same
as time-point q∗, then the phase at time-point q∗+c is the same
as time-point p∗ + c. We enforce this relationship on feature
embeddings to reflect cyclicality of cardiac motion. (b) Using
template phase Ep∗

i selected from P , we calculate matching
probability αq

i for all time-points q ∈ Q. This is similar to
visually searching for a matching phase. (c) We calculate a
soft match Ẽq∗+c

i by weighting embeddings by αq
i and find

the closest matching phase in P , which should be at p∗ + c.
This is similar to visually checking for continued alignment
after a temporal offset of c frames.

αq
i =

exp(γ(Ep∗

i , Eq
i ) · τ)∑

j∈Q exp(γ(Ep∗

i , Ej
i ) · τ)

, (2)

where τ is a temperature parameter and γ is a similarity func-
tion based on inverse squared distance of feature embeddings:

γ(Ep∗

i , Ej
i ) = − 1

d× s
∥Ep∗

i − Ej
i ∥

2

= − 1

d× s

s−1∑
k=0

∥zp
∗+k

i − zj+k
i ∥2 .

(3)

As defined earlier, d is the feature dimension and s is the
number of embeddings. Fig. 3b illustrates this step, which is
similar to visually finding a matching phase.

Although we do not know the exact value of Eq∗+c
i with-

out knowing the true value of q∗, we can calculate a soft
expectation for Eq∗+c

i by using the matching probabilities
αq
i . By finding the probability-weighted average of feature

embeddings across time-steps, we can get the expected value
of embeddings for Eq∗+c

i . We define a probability-weighted
feature vector z̃θi as:

z̃θi =
∑
j∈Q

αj
i z

j+θ
i . (4)

where θ denotes a temporal offset. The expected value for
Eq∗+c

i , which we denote Ẽq∗+c
i , can then be formulated as:

Ẽq∗+c
i = [z̃ci , z̃

c+1
i , ..., z̃c+s−1

i ] , (5)

where the c + s − 1 frames that lie outside of region Q
are taken from buffer region B. This soft expectation serves
as a differentiable approximation of Eq∗+c

i and can be used
to perform matching in the template region. We find the
probability that the phase at p ∈ P matches with Ẽq∗+c

i by
calculating:

βp
i =

exp(γ(Ẽq∗+c
i , Ep

i ) · τ)∑
k∈P exp(γ(Ẽq∗+c

i , Ek
i ) · τ)

. (6)

Fig. 3c illustrates this step, which is similar to visually
checking if the contents remain aligned after a temporal offset.
Given the cyclical properties of echocardiograms, βp

i should
be highest for p∗ + c. We use cross-entropy loss with ground
truth p∗ + c to obtain the final CSS loss value Lcss. Taken
across labeled and unlabeled sequences, we have:

Lcss = − 1

N +N ′

∑
i∈N,N ′

∑
k∈P

1k=p∗+c log(β
k
i ) , (7)

where N and N ′ refer to the number of labeled and unlabeled
samples respectively. We note that CSS can be performed even
with multiple matching phases present in search region Q,
which we illustrate in Appendix A. This is vital because it is
not possible to guarantee the number of cycles present in the
input clip due to variations in cycle rate. CSS does not require
any labels regarding cycle length or duration and is the first
to perform this task unsupervised.

Our objective for enforcing cyclical feature consistency
within sequences is to perform semi-supervised segmentation
using unlabeled frames. Thus, CSS is trained jointly with su-
pervised LV segmentation through a shared encoder to ensure
learned features are relevant to the segmentation task. We
obtain predictions on labeled ED and ES frames by applying
the segmentation decoder to their feature embeddings:

L̂V
ED

i = fdec(z
ED
i ); L̂V

ES

i = fdec(z
ES
i ) (8)

and use the corresponding ground-truth labels LV ED
i and

LV ES
i for supervision. We apply standard pixel-wise cross-

entropy loss to obtain the segmentation loss Lseg . The total
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loss, Lvol, for our semi-supervised LV segmentation method
with CSS weight of wcss is then:

Lvol = Lseg + wcssLcss . (9)

Because CSS is an unsupervised constraint and does not re-
quire labels, sampling for the two tasks is done independently.

We also note that CSS is applied on intermediate features
instead of segmentation predictions directly to avoid over
constraining the model. This is because motion noise can cause
slight changes in the true LV position, and enforcing cyclically
equivalent segmentations will force the model to learn wrong
predictions. By enforcing cyclical consistency only on feature
embeddings, which is an abstract representation that captures
key characteristics [47, 48], the model is encouraged to learn
similar key features for matching phases. Slight variations in
LV appearance can then be accurately reflected in predictions
by the model decoder.

B. Teacher-Student Distillation for LVEF Regression

LV segmentation masks provide additional context that can
supplement LVEF video regression. This is because LVEF
is specifically related to changes in the LV and overlaying
segmentation masks gives the regression model additional
spatial information about the relevant region. We first generate
LV prediction masks for every frame using our trained seg-
mentation model and concatenate them with raw video as input
for multi-input regression. We use a spatial-temporal model for
fm and train it using available LVEF labels from the labeled
dataset with mean squared error (MSE) loss:

Lm =
1

N

∑
i∈N

(ÊFm,i − EFi)
2 , (10)

where ÊFm,i is the prediction from model fm for sample i.
Results in Table IV show that LVEF prediction with additional
segmentation masks consistently improves performance.

There are still limitations to the multi-input model however,
as inference requires pre-computing segmentation masks for
every frame which is impractical. Also, fm is trained using
only labeled data and ignores the unlabeled dataset, which can
also provide useful information. We propose teacher-student
distillation, which simultaneously performs semi-supervised
regression using unlabeled videos, whilst also distilling the
multi-input model fm into an end-to-end model fe. Our ap-
proach is novel in that it is the first to distill spatial knowledge
from a LV segmentation model into a spatial-temporal video
regression model for LVEF prediction.

To achieve this, we train fe on the labeled dataset using
LVEF labels and on the unlabeled dataset using pseudo-labels
from fm. We use the same architecture as fm but with a
reduced input channel. Using fm as a teacher model for
pseudo-labels serves two purposes. Firstly, fe learns to predict
like the teacher model by using pseudo-labels for guidance,
thereby distilling information from segmentation inputs into
its own network. Secondly, training with pseudo-labels on
unlabeled data is a form of semi-supervised regression, which
leads to further improvements over fm (see ablation results in

Table IV). The overall result is a more efficient and accurate
distilled model, fe. We calculate the loss for labeled (Llb) and
unlabeled (Lulb) samples using MSE:

Llb =
1

N

∑
i∈N

(ÊF e,i − EFi)
2 , (11)

Lulb =
1

N ′

∑
i′∈N ′

(ÊF e,i′ − ÊFm,i′)
2 . (12)

where ÊF e,i and ÊF e,i′ are the predictions from fe for
sample i and i′ respectively. Training is done by minimizing
the loss function Ldst:

Ldst = Llb + wulbLulb , (13)

where wulb is the weight value for unlabeled samples. Step 2
of Fig. 2 illustrates this step. The final trained model fe can
then be used directly on raw video input for inference without
pre-computing segmentation masks.

IV. EXPERIMENTS

A. Implementation Details

EchoNet-Dynamic Dataset: We conduct experiments using
EchoNet-Dynamic [5], which consists of 10,030 apical-four-
chamber echocardiogram videos labeled with LVEF values and
LV segmentation tracings for reference ED and ES frames
(Fig. 1a shows an example). The echocardiogram videos
are collected from Stanford University Hospital using five
different ultrasound machines with an average length of 175
frames, covering multiple cardiac cycles. The videos are saved
using three color channels and have been rescaled to 112×112
pixels with auxiliary text removed. Summary statistics are
shown in Table A2. We also show frame similarity plots in
Fig. A2 of the Appendix to highlight cyclical repetition. The
dataset has been pre-divided into 7,465 videos for training,
1,288 videos for validation, and 1,277 videos for testing. We
maintain the original data splits but treat subsets of the training
data as labeled data and the remainder as unlabeled data.
CAMUS dataset: We perform external validation using the
four-chamber echocardiogram sequences in CAMUS [14],
which are taken from 500 patients at the University Hospital of
St. Etienne in France with GE Vivid E95 ultrasound scanners.
LVEF labels are available for 450 patients. Sequences begin
with the ED frame and terminate with the ES frame or vice-
versa. The sequences have an average length of 20 frames and
capture only part of the cardiac cycle. They are saved in vary-
ing sizes and have been further classified as good, medium, or
poor quality as determined by the labeling cardiologist [14].
Summary statistics are shown in Table A3.
Training CSS: We use the DeepLabV3 [49] architecture for
our segmentation model, which consists of a ResNet-50 [50]
encoder for fenc and an Atrous Spatial Pyramid Pooling
(ASPP) segmentation decoder for fdec. The model is trained
using SGD with a learning rate of 10−5 and momentum of
0.9. We jointly train the model with CSS and segmentation
loss and use mini-batch random sampling for optimization.
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TABLE I
Comparison with state-of-the-art supervised and semi-supervised methodologies using 1/8, 1/4, 1/2, and all training labels on EchoNet-Dynamic.
Note that “Supervised” methods use only labeled data while “Semi-supervised” methods use both labeled and unlabeled data. We report mean

results ± standard deviation of five separate runs.

MAE Values ↓
Type Method Backbone 1/8 labels 1/4 labels 1/2 labels All labels

Supervised Ouyang et al. [6] R2+1D 5.64 ± 0.08 4.80 ± 0.05 4.35 ± 0.04 4.10 ± 0.04
Dai et al. [12] R2+1D 5.47 ± 0.07 4.65 ± 0.06 4.28 ± 0.04 3.86 ± 0.03

Semi-
Supervised

Ji et al. [46] R2+1D 5.61 ± 0.07 4.76 ± 0.06 4.31 ± 0.04 -
Xu et al. [44] R2+1D 5.08 ± 0.04 4.49 ± 0.04 4.28 ± 0.04 -

Ours R2+1D 4.90 ± 0.04 4.34 ± 0.03 4.17 ± 0.03 -
R2 Values ↑

Type Method Backbone 1/8 labels 1/4 labels 1/2 labels All labels

Supervised Ouyang et al. [6] R2+1D 60.6% ± 0.8 71.2% ± 0.6 76.7% ± 0.4 80.5% ± 0.2
Dai et al. [12] R2+1D 62.8% ± 0.6 73.4% ± 0.5 78.1% ± 0.3 82.8% ± 0.2

Semi-
Supervised

Ji et al. [46] R2+1D 61.6% ± 0.6 71.4% ± 0.6 77.2% ± 0.4 -
Xu et al. [44] R2+1D 66.8% ± 0.4 75.8% ± 0.3 77.6% ± 0.3 -

Ours R2+1D 71.1% ± 0.4 77.0% ± 0.4 80.1% ± 0.3 -

Every iteration, we sample 20 echocardiogram sequences
from the labeled dataset and use only their labeled ED and
ES frames to minimize Lseg . We separately sample an input
clip of 40 frames from either the labeled or unlabeled dataset
at a rate of 1 in every 3 frames to minimize Lcss. This
clip length sufficiently covers two cardiac cycles based on
the range of human pulse rates and the frame rate used for
EchoNet-Dynamic (see Appendix B for calculations). We set
frames 1-15 as template region P , 16-36 as search region Q,
and 37-40 as buffer region B. We choose s = 3 and c = 2
empirically based on the validation set and set wcss = 0.01
and τ = 10 after performing a coarse parameter search (see
Section IV-F). p∗ is randomly sampled every iteration from
the range 1-13. The frames are passed through the encoder
fenc to calculate Lcss, which is jointly optimized with Lseg .
We train for 25 epochs, where an epoch is when all labeled
data in D has been used once for supervised segmentation.

Training teacher-student distillation: We use the R2+1D
ResNet architecture [19], pretrained on Kinetics 400 [51], for
fm and fe. This is the same baseline architecture used by
previous works [5, 6, 12], although we also include backbone
comparisons in Appendix C. The first layer of fm is modified
to accept an additional input channel for multi-input regres-
sion. The models are trained with SGD using learning rate
10−4 and momentum of 0.9. For minimizing Lm, we sample
a batch of 20 video clips taken from labeled echocardiogram
sequences for every iteration. The clips are 32 frames in length
and sampled at a rate of 1 in every 2 frames. For minimizing
Ldst, we sample 20 clips from labeled sequences and 10 clips
from unlabeled sequences every iteration. We set wulb = 5
after performing a coarse search to determine stable weights
(see Section IV-F). Both models are trained for 25 epochs.

We use PyTorch and run experiments on four Titan-RTX
GPUs. We perform evaluation using MAE and R2. Each
experiment is run five times using the same data splits with dif-
ferent random seed initializations. Mean results with standard
deviation are reported. P-Values where reported are calculated
based on the Student’s t-test to indicate level of statistical
significance.

B. Comparison with State-of-the-art Methodologies

We demonstrate that our proposed method outperforms
state-of-the-art supervised approaches by Ouyang et al. [6]
and Dai et al. [12], as well as state-of-the-art semi-supervised
video learning techniques by Ji et al. [46] and Xu et al. [44] for
LVEF prediction. We apply different semi-supervised settings
where 1/8, 1/4, and 1/2 of available labels are used for training
and the rest is treated as unlabeled data. Supervised methods
only use labeled data, whereas semi-supervised methods use
both labeled and unlabeled data. We also include results using
a fully labeled dataset for supervised methods as reference.

We directly follow the implementation in [6, 12] for super-
vised methods. Because there are no existing semi-supervised
video regression approaches used for LVEF prediction, we
adapt the methods by Ji et al. [46] and Xu et al. [44] such that
they can be applied to our task, which we briefly detail below.
The same backbone architecture, batch size, clip length, and
frame sampling rates are used by all methods for fairness.
Ji et al. [46]: The authors use a mean-teacher approach
together with temporal and frame-wise augmentations for
semi-supervised temporal localization. We use the same mean-
teacher method but introduce a warm-up period of 10 epochs
before using pseudo-labels from the teacher model, which we
find leads to better results. We only use random frame jittering
and pixel noise as our augmentation operations as we find
excessive augmentations handicaps performance.
Xu et al. [44]:. The authors propose a cross-model pseudo-
labeling scheme, where predictions for weakly augmented
inputs are used as pseudo-labels for strongly augmented inputs.
We change the classification output to a single regression
prediction for our task. We use frame jittering and pixel noise
as our strong augmentations and use original frames for weak
operations. We use the same R2+1D architectures for the
primary and auxiliary backbones to ensure fairness.

We show results of our comparison in Table I. Our method
gives the best overall performance across all levels of label
availability, achieving MAE of 4.90, 4.34, and 4.17 using
one-eighth, one-quarter, and one-half of available labels re-
spectively. R2 is also significantly higher than alternative
approaches for all semi-supervised settings (p-Value < 0.05).
Furthermore, we achieve MAE of 4.17 and R2 of 80.1% using
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Fig. 4: Qualitative samples of attention heatmaps on EchoNet-
Dynamic using different methods. Models are trained using
one-eighth of labeled data, with remaining samples treated as
unlabeled data. Models attend better to the LV region when
trained using our method than alternative approaches.

TABLE II
Dice score between LV segmentation labels and pixels with the top
5% highest absolute gradient values for different methods. Results are
shown for the EchoNet-Dynamic dataset. Pixel gradients are calculated
using SmoothGrad [52]. We use models trained with only one-eighth of

available labels.

Type Method Dice↑ ED Dice↑ ES Dice↑ Overall

Supervised Ouyang et al. [6] 19.2% 19.5% 19.4%
Dai et al. [12] 25.7% 39.1% 34.0%

Semi-
Supervised

Ji et al. [46] 29.0% 30.0% 29.6%
Xu et al. [44] 31.7% 47.2% 40.9%

Ours 41.5% 56.1% 50.7%

only half the available labels, which is competitive with MAE
of 4.10 and R2 of 80.5% achieved by Ouyang et al. [6] when
trained on a fully labeled dataset.

To interpret model performance, we visualize the attention
heatmaps generated by the different methods. We use Smooth-
Grad [52] to calculate the absolute gradient of each input
pixel relative to the prediction, which indicates its relative
importance to the model, and overlay the normalized values
over the frame to generate the heatmap. This is the same
approach used by Ouyang et al. [6]. We use models trained
with one-eighth of available labels for comparison. Because
our method provides additional spatial context through mask
predictions to guide video regression, we expect to see higher
absolute gradients for pixels in the LV region compared to
alternative approaches. We confirm that this is observed for
most samples in the test set and show examples in Fig. 4.

To quantify model attention to the LV region, we calculate
a Dice score between segmentation labels and the most impor-
tant pixels, which we determine based on the top 5% of pixels
with the largest absolute gradients. We show results on labeled
ED and ES frames in Table II. We can see that the overall
Dice value of our method (50.7%) is significantly higher than
alternative methods, indicating greater attention by the model

TABLE III
LVEF prediction results using TCCL compared with CSS (Ours) on
EchoNet-Dynamic. One-eighth of labels are used as the labeled dataset,
and remaining samples are used as unlabeled data. Results are shown
for multi-input model fm and end-to-end model fe. We report mean

results ± standard deviation of five separate runs.

Method fm fe
MAE↓ R2 ↑ MAE↓ R2 ↑

TCCL [10] 5.25 ± 0.05 65.9% ± 0.6 5.09 ± 0.04 67.8% ± 0.4
Ours 5.13 ± 0.05 67.6% ± 0.5 4.90 ± 0.04 71.1% ± 0.4

(a) TCCL features (b) CSS features

Fig. 5: t-SNE plot of features learned using different methods
on EchoNet-Dynamic. Each point represents a single frame
of a sequence. Different colors represent different video se-
quences. (a) Features learned using TCCL do not exhibit any
cyclicality. Features from different video sequences are also
not well separated. (b) Features learned using CSS are clus-
tered in circular formations, demonstrating cyclical similarity.
Features from different sequences are well separated.

to the LV. Overall, our method is better designed for processing
echocardiogram videos and successfully reduces the number
of labels required for training.

C. Comparing CSS with Unsupervised Temporal Alignment
Methods

CSS makes use of cyclical repetition within echocardio-
grams as a prior for semi-supervised segmentation. We com-
pare with unsupervised feature alignment methods that do not
enforce cyclical consistency to highlight its effectiveness for
LVEF prediction. One such approach proposed by Dwibedi
et al. [53] is TCCL, which performs unsupervised temporal
alignment by enforcing feature consistency between the same
actions within different videos. Dezaki et al. [54] also use a
similar method to synchronize echocardiograms of different
views. Unlike CSS, these methods enforce feature consistency
between different sequences for temporal alignment instead of
within the same sequence for ensuring temporal cyclicality.

We replace CSS with TCCL within our semi-supervised
framework and compare results for LVEF prediction. Instead
of sampling template region P and search region Q from the
same sequence, we sample Q from a separate sequence to
perform phase matching and consistency enforcement. This
allows the model to learn representations for key phases across
sequences. For fairness, we use the same hyper-parameters as
our method except for temporal offset c, which we do not
need for TCCL. We use one-eighth of available labels and treat
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TABLE IV
Ablation study using 3/32, 4/32, 6/32, 8/32, 16/32, and all training labels on EchoNet-Dynamic. ”Seg.” refers to the use of segmentation prediction
masks as additional input. ”CSS” refers to the use of CSS loss for semi-supervised segmentation. ”Dist.” refers to the use of teacher-student

distillation. Methods that do not use ”Dist.” report results from fm. We report mean results ± standard deviation of five separate runs.

MAE Values ↓
Method Seg. CSS Dist. 3/32 labels 4/32 labels 6/32 labels 8/32 labels 16/32 labels All labels

Video Only 5.82 ± 0.09 5.64 ± 0.08 5.22 ± 0.07 4.80 ± 0.05 4.35 ± 0.05 4.10 ± 0.04
Video+Seg. ✓ 5.61 ± 0.06 5.42 ± 0.07 5.03 ± 0.05 4.70 ± 0.05 4.29 ± 0.04 4.13 ± 0.04

Video+Seg.+CSS ✓ ✓ 5.47 ± 0.05 5.13 ± 0.05 4.87 ± 0.03 4.67 ± 0.04 4.29 ± 0.03 4.09 ± 0.03
Video+Seg.+Dist. ✓ ✓ 5.41 ± 0.07 5.20 ± 0.06 4.72 ± 0.05 4.41 ± 0.04 4.17 ± 0.03 -

Video+Seg.+CSS+Dist. (Ours) ✓ ✓ ✓ 5.18 ± 0.06 4.90 ± 0.04 4.55 ± 0.04 4.34 ± 0.03 4.14 ± 0.03 -
R2 Values ↑

Method Seg. CSS Dist. 3/32 labels 4/32 labels 6/32 labels 8/32 labels 16/32 labels All labels
Video Only 57.2% ± 0.9 60.6% ± 0.8 66.9% ± 0.6 71.2% ± 0.6 76.7% ± 0.4 80.5% ± 0.2
Video+Seg. ✓ 60.4% ± 0.7 63.0% ± 0.7 68.7% ± 0.6 73.5% ± 0.3 78.3% ± 0.4 80.3% ± 0.3

Video+Seg.+CSS ✓ ✓ 62.6% ± 0.6 67.6% ± 0.5 71.8% ± 0.3 74.0% ± 0.3 78.2% ± 0.3 80.4% ± 0.3
Video+Seg.+Dist. ✓ ✓ 62.8% ± 0.8 65.2% ± 0.5 72.3% ± 0.6 76.4% ± 0.4 79.8% ± 0.4 -

Video+Seg.+CSS+Dist. (Ours) ✓ ✓ ✓ 66.3% ± 0.6 71.1% ± 0.4 74.6% ± 0.4 77.0% ± 0.4 80.1% ± 0.3 -

(a) MAE evaluation (b) R2 evaluation

Fig. 6: Plot of Table IV showing LVEF prediction results using different proposed components. Training with CSS loss
consistently leads to better results compared to without CSS loss (solid lines vs. dashed lines). Training with teacher-student
distillation also leads to consistent improvements across different semi-supervised settings (blue lines vs. red lines).

remaining samples as unlabeled data. Results for multi-input
model fm and end-to-end model fe are shown in Table III.

We can see that the MAE of our method is 0.19 lower
than TCCL (4.90 vs. 5.09, p-Value < 0.05), demonstrating
the effectiveness of cyclical consistency. We compare t-SNE
plots of segmentation features to further interpret differences
between the two methods, which we show in Fig. 5. Each point
of the scatter plot represents the feature embedding of a single
frame within a sequence. Points with the same colors belong to
the same sequence. When using CSS, features from the same
video sequence are clustered in circular formations, which
is consistent with cyclical repetition. Features from different
videos are clearly separated, which also helps with LV segmen-
tation since different sequences have largely different visual
appearances. In contrast, features from different sequences
are close together when using TCCL, since key phases are
encouraged to have similar features for all sequences. There
are also few signs of cyclicality, which means cyclicality of
cardiac motion is not adequately reflected on a feature level.
Features learned using CSS are therefore more consistent with
our task of semi-supervised segmentation based on cyclical
consistency.

D. Ablation Study on Proposed Components

We analyze the performance contribution from the different
proposed components of our method, namely the use of
LV segmentations (Seg.), CSS (CSS), and teacher-student
distillation (Dist.), by separately combining these modules
and comparing their results. This is done using 3/32, 4/32,
6/32, 8/32, and 16/32 of available labels to comprehensively
show results under different semi-supervised settings. We
also conduct experiments with a fully labeled dataset for
methods that do not require unlabeled data for distillation. We
briefly detail the combination of modules used in each of the
experiments below. We show results in Table IV and visually
plot them in Fig. 6.
Video Only: We perform naive regression on raw video input
by directly regressing the available LVEF labels. This is the
same methodology used by Ouyang et al. [6].
Video+Seg.: We use segmentation masks as additional input
for multi-input regression but do not use the proposed CSS and
teacher-student distillation methods. A supervised segmenta-
tion model is trained using only labeled ED and ES frames
and predictions are concatenated with video for input. Only
the multi-input model fm is used.
Video+Seg.+Dist.: We perform the same procedure as the
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“Video + Seg.” methodology but use additional teacher-student
distillation by introducing fe and unlabeled sequences.
Video+Seg.+CSS.: We perform the same procedure as the
“Video+Seg.” methodology but use CSS loss when training the
segmentation model. Teacher-student distillation is not used.

We can see from Fig. 6 that training using only video inputs
gives the worst performance (black line). Applying CSS loss
boosts performance consistently across different settings (solid
lines vs. dashed lines) and significantly decreases MAE (p-
Value < 0.05 for 4/32 and 6/32 of labels, p-Value < 0.10 for
3/32 of labels). Teacher-student distillation further improves
predictions (blue lines vs. red lines), especially when used
together with CSS (p-Value < 0.05 for MAE reduction).
Consistency across different settings provides further evidence
of statistical significance. Overall, each proposed component
has important contributions to performance.

E. Comparing CSS with Existing Semi-Supervised Segmenta-
tion Methods

1) Evaluating performance using LVEF video regression:
We can evaluate the quality of segmentation predictions by
concatenating them with video for LVEF video regression.
Higher quality, temporally consistent segmentations provide
better spatial guidance to the regression network, which leads
to more accurate predictions. This evaluation method is also
consistent with the clinical objective of obtaining accurate
LVEF measurements through automated methods. We demon-
strate the effectiveness of CSS by comparing with segmenta-
tion approaches using CLAS [10], multi-frame attention [55],
and CPS [25], which represent state-of-the-art methods for
semi-supervised image and video LV segmentation.

The trained models are used to generate LV segmentation
mask predictions, which are then concatenated with raw video
as input for regression. We use one-eighth of available training
labels and treat remaining samples as unlabeled data. A super-
vised segmentation model trained on labeled data only is also
included for comparison. We briefly describe implementation
details below.
CLAS [10]: Wei et al. simultaneously learn motion flow and
LV segmentation from video inputs by enforcing consistency
between the two tasks using motion propagation [10]. We
follow the CLAS implementation by Chen et al. [17] which
extends the original implementation to EchoNet-Dynamic.
Multi-frame attention [55]: Ahn et al. concatenate feature
embeddings from frames surrounding target ED and ES frames
to provide additional context for segmentation [55]. We take
the three frames before and after the target ED and ES frames
as input for the forward and backward directions respectively.
We use the ResNet-50 encoder [50] for fenc and ASPP
decoder [49] for fdec as our segmentation model and use batch
sizes of 20 ED and ES frames for fair comparison. The forward
and backward models are trained separately and the average
pixel-wise probability is used for prediction.
CPS [25]: Chen et al. propose two co-trained segmentation
models that generate pseudo-labels for each other [25]. We
use the DeepLabV3 architecture [49] and jointly train batches
of 20 labeled ED and 20 labeled ES frames together with

TABLE V
LVEF prediction results on EchoNet-Dynamic using different state-of-
the-art methods to generate segmentation masks for input. One-eighth
of labels are used as the labeled dataset, and remaining samples are
used as unlabeled data. Results are shown for multi-input model fm
and end-to-end model fe. We report mean results ± standard deviation

of five separate runs.

Method fm fe
MAE↓ R2 ↑ MAE↓ R2 ↑

CLAS [10] 5.72 ± 0.07 59.3% ± 0.9 5.57 ± 0.07 61.5% ± 0.8
Supervised 5.42 ± 0.07 63.0% ± 0.7 5.20 ± 0.06 65.2% ± 0.5

Multi-frame [55] 5.42 ± 0.06 63.3% ± 0.8 5.19 ± 0.07 66.8% ± 0.7
CPS [25] 5.29 ± 0.06 65.1% ± 0.7 5.01 ± 0.04 68.9% ± 0.5

Ours 5.13 ± 0.05 67.6% ± 0.5 4.90 ± 0.04 71.1% ± 0.4

TABLE VI
Dice score for LV segmentation predictions on EchoNet-Dynamic. We
use only one-eighth of available labels and treat remaining samples
as unlabeled data. Results are shown for labeled ED and ES frames
and randomly sampled unlabeled frames. We report mean results ±

standard deviation of five separate runs.

Method Dice↑
ED Frame ES Frame Unlabeled Frame

CLAS [10] 87.2% ± 0.3 90.1% ± 0.3 90.2% ± 0.3
Supervised 88.8% ± 0.3 91.4% ± 0.2 90.8% ± 0.2

Multi-frame [55] 88.5% ± 0.3 91.5% ± 0.3 91.0% ± 0.3
CPS [25] 89.2% ± 0.2 91.9% ± 0.2 91.3% ± 0.2

Ours 89.0% ± 0.2 92.2% ± 0.2 91.9% ± 0.2

40 unlabeled frames for every iteration. This uses the same
number of labeled and unlabeled frames per iteration as CSS
for fairness.
Supervised: We train a supervised LV segmentation model us-
ing available labels for ED and ES frames. We use DeepLabV3
and a batch size of 20 ED and ES frames for fair comparison.

We show in Table V results from multi-input model fm
and distilled model fe. We can see predictions using CSS
(Ours) give the lowest MAE, achieving 5.13 and 4.90 for fm
and fe respectively. Improved performance on the multi-input
model generally leads to more accurate pseudo-labels, which
consequently results in a better distilled end-to-end model.

2) Evaluating performance using Dice score: We can also
evaluate the performance of CSS by comparing segmentation
prediction results directly. This is challenging however since
segmentation labels are only available for reference ED and
ES frames, whereas semi-supervised approaches also aim to
improve predictions for unlabeled non-ED and non-ES frames
[10, 41]. To address this, we also assess performance on
unlabeled frames by randomly sampling a single frame from
each of the 1,277 test sequences and manually segmenting the
LV. Our segmentation masks were reviewed by a cardiologist
to ensure correctness and used as the label for evaluating
different segmentation methods. We calculate Dice over ED,
ES, and unlabeled frames and present results in Table VI. We
also show qualitative samples in Fig. A3 of the Appendix.

We can see from the results that our method, CSS, achieves
the highest Dice score for ES frames (92.2%) and unlabeled
frames (91.9%). CSS outperforms alternatives by a larger
margin on unlabeled frames because ED and ES frames are
trained with labels by all methods, which leads to similar
predictions for these phases. Results are more differentiated on
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TABLE VII
LVEF prediction results using different values for wcss on EchoNet-
Dynamic. One-eighth of labels are used as the labeled dataset, and
remaining samples are used as unlabeled data. Results are shown for
multi-input model fm and end-to-end model fe. We report mean results

± standard deviation of five separate runs.

Method fm fe
MAE↓ R2 ↑ MAE↓ R2 ↑

wcss = 0.02 5.24 ± 0.07 66.4% ± 0.6 4.99 ± 0.06 70.1% ± 0.6
wcss = 0.01 5.13 ± 0.05 67.6% ± 0.5 4.90 ± 0.04 71.1% ± 0.4
wcss = 0.005 5.19 ± 0.06 66.9% ± 0.5 4.96 ± 0.05 70.3% ± 0.5

TABLE VIII
LVEF prediction results using different values for wulb on EchoNet-
Dynamic. One-eighth of labels are used as the labeled dataset, and
remaining samples are used as unlabeled data. We report mean results

± standard deviation of five separate runs.

Method MAE↓ R2 ↑
wulb = 10 5.13 ± 0.04 68.2% ± 0.4
wulb = 5 4.90 ± 0.04 71.1% ± 0.4
wulb = 2 4.96 ± 0.05 70.1% ± 0.4

unlabeled frames because different semi-supervision strategies
are used. Results on randomly sampled unlabeled frames are
likely to be more indicative of performance on full sequences
since most frames are non-ED and non-ES frames. We also
note that the relative performance of different methods is
similar to results obtained through LVEF regression. This
provides further support that CSS outperforms state-of-the-art
alternatives for semi-supervised LV segmentation.

F. Choice of Parameters for CSS

The parameters used for training CSS include the number
of feature embeddings in a phase (s), the temporal offset (c),
and the softmax temperature (τ ). We test the sensitivity of our
method to parameter choice by varying parameter values one
at a time whilst keeping others constant at our chosen settings
s = 3, c = 2, and τ = 10. We perform experiments using
one-eighth of available training labels as the labeled dataset
and treat the remaining as unlabeled data. Results using values
s ∈ {2, 3, 4, 5}, c ∈ {1, 2, 3, 4, 5} , and τ ∈ {1, 5, 10, 50, 100}
are visually plotted in Fig. 7.

We can see from Fig. 7a that results are generally stable
between 4.90 and 4.96 MAE for s >= 3. Results using s =
2 are slightly weaker as fewer feature embeddings are used
for phase identification, which may lead to incorrect phase
matching. Fig. 7b shows that results for different values of c
are stable between 4.90 and 4.96 MAE. Fig. 7c shows that
τ = 10 is the most suitable value for temperature.

We also perform a coarse search for parameters wcss ∈
{0.005, 0.01, 0.02} and wulb ∈ {2, 5, 10} using one-eighth of
available training labels to determine stable training weights.
For wcss, we show results from the multi-input model fm
and the distilled model fe in Table VII. We can see using
wulb = 0.01 gives us the best results, although performance
is relatively robust to different values. Results for wulb are
shown in Table VIII, where we can see that using wulb = 5
gives us the best results.

(a) MAE using s ∈ {2, 3, 4, 5}, c = 2, τ = 10

(b) MAE using c ∈ {1, 2, 3, 4, 5}, s = 3, τ = 10

(c) MAE using τ ∈ {1, 5, 10, 50, 100}, s = 3, c = 2

Fig. 7: MAE for LVEF prediction on EchoNet-Dynamic using
different values of s, c, and τ for training CSS. (a) s is the
number of feature embeddings used to identify a phase for
temporal matching. (b) c is the temporal offset used to apply
cyclical matching. (c) τ is the softmax temperature parameter
controlling the sharpness of the matching probability profile.
We use one-eighth of labeled data as the labeled dataset and
treat remaining samples as unlabeled data.

G. External Validation of Trained Models

Model generalization is desirable for medical applications
as different hospitals may have different equipment and data
collection procedures, leading to domain shifts. We perform
external validation of the models trained in Section IV-B using
the four-chamber sequences from the CAMUS dataset [14]
to test for generalized performance. CAMUS sequences have
significantly fewer frames on average compared to EchoNet-
Dynamic (20 vs. 175) and only capture part of the cardiac
cycle. In contrast, sequences for EchoNet-Dynamic cover
multiple cycles and to the best of our knowledge is the
only publicly available dataset with multi-cycle data. For pre-
processing, we double the input sequence by mirroring the
data along the temporal dimension at the start and end of
the sequence to simulate a full cardiac cycle (see Appendix
D for details). Temporal mirroring helps preserve smoothness
since the sequence is simply reversed and no discontinuity is
introduced. We simulate a full cardiac cycle for testing since
this is more consistent with echocardiograms obtained through
realistic acquisition procedures [56]. Frames are resized to
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TABLE IX
External validation of trained models on the CAMUS dataset. MAE is reported based on video quality and overall performance. Models are trained
using 1/8, 1/4, 1/2, and all of the available training labels on the EchoNet-Dynamic dataset and tested on CAMUS. Note that “Supervised” methods
use only labeled data while “Semi-supervised” methods use both labeled and unlabeled data. We show mean results ± standard deviation of the

five training runs.

MAE Values ↓
Quality Type Method 1/8 labels 1/4 labels 1/2 labels All labels

Good

Supervised Ouyang et al. [6] 7.27 ± 0.19 6.43 ± 0.14 6.37 ± 0.11 6.21 ± 0.08
Dai et al. [12] 7.24 ± 0.18 6.40 ± 0.13 6.31 ± 0.10 5.90 ± 0.07

Semi-
Supervised

Ji et al. [46] 7.87 ± 0.18 6.49 ± 0.13 6.10 ± 0.10 -
Xu et al. [44] 6.63 ± 0.12 6.39 ± 0.13 5.95 ± 0.12 -

Ours 6.51 ± 0.12 6.01 ± 0.11 5.67 ± 0.10 -

Medium

Supervised Ouyang et al. [6] 8.61 ± 0.24 7.96 ± 0.14 8.53 ± 0.15 6.89 ± 0.13
Dai et al. [12] 8.85 ± 0.22 7.49 ± 0.16 7.77 ± 0.15 6.72 ± 0.10

Semi-
Supervised

Ji et al. [46] 8.54 ± 0.18 7.38 ± 0.17 7.34 ± 0.12 -
Xu et al. [44] 8.41 ± 0.14 7.52 ± 0.14 7.19 ± 0.15 -

Ours 8.33 ± 0.13 7.20 ± 0.10 6.34 ± 0.15 -

Poor

Supervised Ouyang et al. [6] 11.00 ± 0.26 9.43 ± 0.19 10.64 ± 0.15 10.33 ± 0.15
Dai et al. [12] 11.31 ± 0.26 9.53 ± 0.20 10.88 ± 0.14 10.82 ± 0.11

Semi-
Supervised

Ji et al. [46] 9.71 ± 0.25 8.95 ± 0.22 8.51 ± 0.14 -
Xu et al. [44] 10.36 ± 0.18 9.32 ± 0.16 9.51 ± 0.14 -

Ours 10.77 ± 0.13 8.78 ± 0.15 8.00 ± 0.16 -

Overall

Supervised Ouyang et al. [6] 8.06 ± 0.22 7.21 ± 0.17 7.48 ± 0.14 6.82 ± 0.12
Dai et al. [12] 8.15 ± 0.18 7.05 ± 0.16 7.22 ± 0.13 6.63 ± 0.06

Semi-
Supervised

Ji et al. [46] 8.26 ± 0.20 7.01 ± 0.14 6.73 ± 0.13 -
Xu et al. [44] 7.57 ± 0.15 7.04 ± 0.16 6.69 ± 0.11 -

Ours 7.51 ± 0.14 6.66 ± 0.09 6.11 ± 0.12 -

Fig. 8: Qualitative samples of attention heatmaps on CAMUS.
Models are trained using EchoNet-Dynamic under different
methods and semi-supervised settings. Models trained using
our method on half of available labels attend better to the LV
region than Dai et al. [12] trained on full labels.

112×112 pixels to fit the trained model. Inference results are
shown in Table IX.

We can see our proposed method consistently outperforms
alternatives for good and medium-quality sequences and has
the best overall performance. Our method trained using half
the available labels on EchoNet-Dynamic also outperforms the
supervised method by Dai et al. [12] trained on full labels,
demonstrating superior generalization (MAE 6.11 vs. 6.63 with
p-Value < 0.05). To understand why this is the case, we
compare attention heatmaps to visualize the regions that are
important to the models for inference. We use SmoothGrad
[52] to calculate pixel gradient contributions, where higher
absolute pixel gradients indicate greater sensitivity to changes
in that region. For a well generalized model, we expect pixels
in the LV to have higher absolute gradients since LVEF is

TABLE X
Dice score between LV segmentation labels and pixels with the top
5% highest absolute gradient values. Results are shown for the CA-
MUS dataset with models trained on EchoNet-Dynamic using different
methods and different semi-supervised settings. Pixel gradients are

calculated using SmoothGrad [52].

Method Setting Dice↑ ED Dice↑ ES Dice↑ Overall
Dai et al. [12] All labels 42.9% 47.6% 45.4%

Ours 1/2 labels 46.7% 57.1% 52.3%

primarily determined by changes in this region. We confirm
that our method generates heatmaps that are more concentrated
in the LV region compared to Dai et al. [12] and show
qualitative examples in Fig. 8.

To quantify attention to the LV region, we calculate the
degree of overlap between segmentation labels and the most
important pixels. We calculate the Dice score between LV
mask labels and pixels with the top 5% highest absolute
gradient values and show results in Table X. We can see our
method, even when trained using half the available labels, has
a higher Dice score compared to Dai et al. [12] trained on a
full dataset. This shows that our model can identify important
regions more effectively compared to supervised approaches,
even when tested on external datasets. Existing works have
also shown that training with unlabeled data leads to better
model generalization since it reduces over-fitting to the labeled
dataset [57, 58]. This further supports the use of our proposed
semi-supervised method for LVEF regression.

V. DISCUSSION

A. Impact of Heart Arrhythmia on CSS

Heart arrhythmia refers to when the heart either beats too
fast, too slow, or at an irregular pace with altering rates [59].
Our CSS method was designed with heart arrhythmia in
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consideration since cases had previously been identified in
EchoNet-Dynamic by other studies [6]. CSS does not assume
consistent periodic cycles across the entire video sequence
and only enforces consistency between adjacent cycles of
sampled clips. Because of this, it is relatively robust to
irregular heart rates. Although a more detailed study on cardiac
arrhythmia cases will be informative, this would require expert
labels which are currently unavailable. We leave this to future
investigation and note that current experimental results validate
the effectiveness of our method even with such cases present
in the dataset.

B. Choice of temporal offset

We use a constant temporal offset of c = 2 in our method,
which means we apply an offset of two frames from the
reference and matching time-points to check for cyclical con-
sistency. Similar results were also achieved using alternative
values. Another possible choice is applying an offset value that
is relative to cycle length, since different patients have different
cycle durations. Doing so will introduce additional complex-
ities however, since labels for cycle lengths are unavailable
and can only be inferred indirectly from feature matching
probabilities. Furthermore, unlike a constant temporal offset,
which can be applied directly to all samples, a relative offset
may lead to fractional values and may require temporal
interpolation between frames for implementation. Given that
our method already outperforms alternative approaches and is
the first to make use of unsupervised cyclical consistency, we
do not explore relative offsets at this time.

VI. CONCLUSION

In this work, we introduce the first semi-supervised ap-
proach to LVEF prediction from echocardiogram videos. We
address the problem in two steps by proposing a novel cyclical
self-supervision (CSS) method for semi-supervised video LV
segmentation, and a teacher-student distillation method for
distilling spatial context from segmentation predictions into
an end-to-end video regression model. Our method allows
echocardiogram videos to be trained using fewer labels, which
is important for reducing labeling costs. Experiments show our
method outperforms existing semi-supervised alternatives and
achieves performance competitive with supervised methods
on fully labeled datasets. Furthermore, external validation
demonstrates that our method has better generalization when
tested on data from a different hospital.

APPENDIX A
CYCLICAL FEATURE MATCHING WITH MULTIPLE CARDIAC

CYCLES IN THE SEARCH REGION

One of the challenges in enforcing cyclical feature consis-
tency is that the number of frames per cycle within a video
sequence can vary. This means it is impossible to guarantee
the number of cycles present in input clip Xi. The illustrations
and examples in Fig. 2 and Fig. 3 are based on two cycles
being included in the input clip. We show that CSS can be
used regardless of the number of cycles present and extend

(a) Cyclical relationship within a sequence for multiple cycles

(b) Phase matching in the search region with two cycles present

(c) Offset matching in the template region

Fig. A1: (a) We can enforce the same relationship for cyclical-
ity even if three cycles are in the input sequence: if the phase at
time-point p∗ is the same as time-point q∗1 and q∗2 for a cyclical
sequence, then the phase at time-point q∗1 + c and q∗2 + c is the
same as time-point p∗ + c (b) Using template phase Ep∗

i , we
calculate the matching probability, αq

i , in the search region for
q ∈ Q. For well trained features, the time-points corresponding
to true matches will have higher probabilities. (c) Ẽq∗+c

i can
still be calculated based on matching probabilities even with
multiple cycles. We weigh embeddings by αq

i and find the
closest matching time-point in P , which should be p∗ + c.
The same loss function can still be used.

our examples to three cycles in Fig. A1, showing that the
same CSS loss function can still be used.

If there are three cardiac cycles in the input clip and two
matching phases in the search region, we can still calculate
matching probability at different time-points in Q based on
Equation 2. Given that the features are jointly trained with
supervised segmentation, the matching probabilities should
be higher at the true matching time-points compared with
other regions for well trained features. We use the same
probability weightings to calculate expected value Ẽq∗+c

i as
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per Equation 3. We illustrate this in Fig. A1b.
We can also perform phase matching back in the template

region by using Equation 6 regardless of how many cycles are
present in the input clip. This is because Ẽq∗+c

i should still
match with the phase at p∗+c even if multiple cycles are used
to calculate the expectation. Thus, we can use the same CSS
loss formulation even for multiple cycles.

One important detail to note is that having multiple phases
in the template region P can lead to ambiguous matching for
Equation 6. Thus, we use a shorter interval for P compared
to Q (15 frames vs. 21) to avoid such cases during implemen-
tation. This does not affect other components of our method
since we only need P for template sampling and matching,
which does not require a full cycle.

TABLE A1
LVEF prediction results on EchoNet-Dynamic using different backbone
architectures. We use one-eighth of available labels as the labeled
dataset and treat remaining samples as unlabeled data. We report mean

results ± standard deviation of five separate runs.

Type Method Backbone MAE ↓ R2 Values ↑

Supervised Ouyang et al. [6] MC3 6.04 ± 0.06 58.6% ± 0.5
Dai et al. [12] MC3 5.97 ± 0.05 60.1% ± 0.5

Semi-
Supervised

Ji et al. [46] MC3 5.96 ± 0.05 60.4% ± 0.5
Xu et al. [44] MC3 5.95 ± 0.04 60.6% ± 0.4

Ours MC3 5.85 ± 0.04 61.6% ± 0.4

Supervised Ouyang et al. [6] R3D 5.90 ± 0.05 60.0% ± 0.5
Dai et al. [12] R3D 5.84 ± 0.04 61.1% ± 0.5

Semi-
Supervised

Ji et al. [46] R3D 5.75 ± 0.05 61.4% ± 0.5
Xu et al. [44] R3D 5.69 ± 0.04 63.5% ± 0.4

Ours R3D 5.50 ± 0.04 66.5% ± 0.4

Supervised Ouyang et al. [6] R2+1D 5.64 ± 0.08 60.6% ± 0.8
Dai et al. [12] R2+1D 5.47 ± 0.07 62.8% ± 0.6

Semi-
Supervised

Ji et al. [46] R2+1D 5.61 ± 0.07 61.6% ± 0.6
Xu et al. [44] R2+1D 5.08 ± 0.04 66.8% ± 0.4

Ours R2+1D 4.90 ± 0.04 71.1% ± 0.4

APPENDIX B
CHOICE OF INPUT LENGTH FOR Xi

For Xi, we use an input clip 40 frames in length, sampled at
a rate of 1 in every 3 frames. We show that this length covers
at least two cardiac cycles for most sequences in EchoNet-
Dynamic.

We note that the human pulse rate is typically between 50
beats-per-minute (bpm) and 90 bpm [60], and that 79% of
all video sequences in EchoNet-Dynamic are captured at 50
frames-per-second (fps) [5]. Therefore, the upper bound of
frames required for two full cycles is approximately:

60 seconds
50bpm

× 2 beats × 50 fps = 120 frames . (9)

Sampling 40 frames at a rate of 1 in every 3 frames covers 40×
3−2 = 118 frames from the original sequence, which is most
of the two full cardiac cycles. Furthermore, using 40 frames
as the input clip length means that the CSS and supervised
segmentation task are balanced in the number of frames used.
This setting also allows for easier comparison with other semi-
supervised methods that use 40 unlabeled frames per iteration.

Fig. A2: Heatmap plot of normalized L2 distance between
frames at different time-steps. Diagonal patterns of low L2
distance indicate presence of cyclical repetition since similar
frames are repeated at regular intervals.

APPENDIX C
CHOICE OF BACKBONE ARCHITECTURE

Ouyang et al. compared 3D (R3D), Mixed Convolution
(MC3), and R2+1D [19] ResNet architectures for LVEF re-
gression and found that the R2+1D ResNet performed the
best [5, 6]. The R2+1D backbone was also used as the
baseline architecture in works by Dai et al. [12]. We repeat
the experiments using one-eighth of available labels in Section
IV-B and compare results for different backbone architectures
in Table A1. We can see the R2+1D backbone gives the best
performance for each method, and therefore use this architec-
ture for experiments. We also see our proposed method (Ours)
outperforms alternative state-of-the-art approaches regardless
of the backbone used.

TABLE A2
Summary statistics for EchoNet-Dynamic dataset.

Metric Value (Standard Deviation)
Total number of patients 10,030

Average number of frames 175 (57)
Average frames per second 51.1 (6.2)

Mean LVEF % 55.75 (12.37)

TABLE A3
Summary statistics for CAMUS dataset.

Metric Value (Standard Deviation)
Total number of patients 450

Average number of frames 20 (4)
Video quality Good: 260, Medium: 148, Poor: 42

Mean LVEF % 52.03 (12.07)

APPENDIX D
TEMPORAL MIRRORING FOR CAMUS SEQUENCES

Temporal mirroring is done by reversing the sequences at
the starting and ending time-points. For video video sequence
V consisting for frames [v1, v2, ..., vT−1, vT ], the doubled
sequence V ′ is equal to:

V ′ = [vT/2, vT/2−1, ..., v2, v1, v2, ...,

vT−1, vT , vT−1, ..., vT/2+1, vT/2] .
(10)
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Fig. A3: Qualitative samples of LV mask predictions (red) on unlabeled non-ED and non-ES frames for different methods.
Performance is evaluated by comparing with manual LV segmentations (purple). We show ground truth labels on ED (blue)
and ES (green) frames for reference. We note that alternative methods tend to have predictions distinctly outside of the true
LV region for difficult samples.
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